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The project MeQuSo was supported by the Austrian Climate and Energy Fund and carried out as
part of the Energy Research Programe (FFG 848 766). It addresses the submission focus area
“Renewable Energies” (Erneuerbare Energien) with subarea “Solar thermal technologies” (Solarthermie,
Schwerpunkt: 3.3). It also addresses focus area “Intelligent Networks” (Intelligente Netze) with subarea
“Thermal grids” (Thermische Netze, Schwerpunkt: 4.2). Results have been contributed to IEA SHC
Task 55 “Towards the Integration of Large SHC Systems into District Heating and Cooling (DHC)
Networks”.
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Abstract

Large solar thermal plants (> 500 m2 collector area, > 350 kW thermal power) are an important
technology to provide renewable heat. The market has experienced considerable growth in the last
decade, with solar district heating (SDH) applications in Denmark as the driving force. Austria has
successfully established a market for large solar thermal plants and is home to one of the leading flat
plate collector producers in the world.

Building new large solar thermal plants requires high initial capital investment, which is paid back
over the lifetime of the plant (typically 20 to 25 years) with the revenue from the produced solar heat.
To ensure consistently high solar energy yields over the lifetime of the plant, both quality assurance
at the start of the operation phase (commissioning) and on-going surveillance of the collector array
performance are essential. If the solar yield is below expectations, possible reasons (weather conditions,
malfunctioning components, soiling and dust, plant design, control strategy, inaccurate solar yield
simulation) need to be distinguished to identify the responsible party and assess costs and benefits of
optimization measures.

The main outcome of the project MeQuSo is a proof of concept of a new in-situ collector array
test method called D-CAT (Dynamic Collector Array Test). The method is able to characterize a
collector array with a set of parameters that describe the collectors’ behavior, based on real-world
operating conditions (measurements directly at the installation). D-CAT provides a parameter-based
characterization of collector arrays in the field, much like what the quasi-dynamic/Solar Keymark test
does for single collectors in the laboratory.

Performance relevant factors which concern the collectors as a component (e.g. soiling, broken
insulation, faulty foil tension etc.) are reflected in the test parameters. For instance, collectors with
broken insulation or faulty foil tension will have higher heat loss coefficients. The D-CAT method
disentangles collector factors from other factors that do not accrue to the collector as a component
(e.g. weather conditions, operating conditions, collector array geometry etc.).

The D-CAT method can be used at plant commissioning (comparison with the data sheet), for
on-going surveillance (changes in collector characteristics), improved model-based/model-predictive
control and to build systematic knowledge on the collector performance under real-world conditions.
D-CAT can be used in combination with thermal power and energy yield guarantees to offer clarity
between collector manufacturers and plant operators. D-CAT is applicable to collector arrays with flat
plate collectors using measurement data from the normal, fully dynamic plant operation without the
need to run special test sequences, and without interfering with system control in any way. The test
can be run fully automatically and can be repeated easily at periodic intervals, or before and after
important plant events.

The “FHW” large solar thermal plant is located in Graz (Austria) and feeds solar thermal energy
into the Graz district heating system. In the MeQuSo project, the FHW plant has been equipped
with high-precision measurement instrumentation and monitored for three years. Six separate collector
arrays consisting of high-efficiency flat plate collectors of five European manufacturers were measured
and analyzed.

In MeQuSo, two dynamic collector array models have been developed; these models adapt to the
specific needs of collector arrays (vs. single collectors), explicitly modeling the fluid transport along
the main flow direction. The models have been validated against experimental data from the FHW
plant. The model parameters are estimated using a grey-box approach. In the estimation process,
a statistically optimal data selection method is used to obtain those data intervals which contain
maximum information for the estimation of the model parameters (lowest-variance and best-separable
parameters). The estimation process is based on a global optimization algorithm. The D-CAT method
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also has a radiation model which allows calculation of the average beam and diffuse irradiance on the
collector array, using only total tilted irradiance as input. This makes the method applicable to typical
measurement setups for large solar thermal plants, when only the total tilted irradiance is available.
Steps for future work include applying the D-CAT method to a larger number of LST plants and
gain experience with D-CAT based KPI calculations as well as long-term performance evaluations.
Developing D-CAT as an open source software tool would help to make D-CAT available to other
scientific institutes for collaborative development on a European level and disseminate D-CAT on the
solar thermal market.

How to read this report: The report starts with an introduction on quality assessment of large solar
thermal plants in chapter 1 and then gives an overview of existing test procedures and performance
check methods to define the research need in chapter 2. Chapter 3 is dedicated to the measurement of
the FHW plant. Chapters 4 to 8 contain a detailed description of the D-CAT method, and chapter 9
shows the application and validation of the method. Chapters 10 and 11 conclude with a summary
of the main outcomes, a discussion of lessons learned and an outlook towards further research and
applications.
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1 Introduction

1.1 Methodology and structure of this report

• This chapter gives a market overview of large solar thermal systems and an introduction on
quality assessment.

• The development of the D-CAT method started with an analysis of existing collector (array)
models and test procedures to define the research need as described in chapter 2.

• In the MeQuSo project, a large solar thermal plant in Graz, Austria, was equipped with high-
precision measurement instrumentation to gain measurement data over the years 2017 to 2019.
These data were used in MeQuSo for the development and validation of the D-CAT method.
The FHW plant and measurement concept are summarized in chapter 3.

• Chapter 4 gives an overview of the D-CAT method. Chapter 5 explains how to set up the
interface in order to apply the D-CAT to a collector array.

• Chapter 6 describes the grey box modeling approach and the model development process that are
at the core of the D-CAT method, including numerical model solution and model initialization.

• Chapter 7 explains auxiliary models (most importantly radiation models) used to calculate those
inputs for the collector array models that are not directly available as plant measurement data.

• Chapter 8 explains the parameter estimation procedure including optimal data selection an the
optimization process.

• In chapter 9, the validation and an exemplary applications of the D-CAT method, as available at
this time, are shown.

• Chapter 10 is the discussion and conclusion, and chapter 11 gives an outlook on further
developments and research directions.

1.2 Market overview of large solar thermal systems

Solar thermal systems are an important technological solution to provide renewable heat. By the end
of 2018, the total installed capacity amounted to 480 GW nominal thermal power (686 million m2

collector area) with an estimated annual energy yield of 396 TWh [1]. System sizes range from small
installations for single-family houses, medium scale systems for multi-family houses, smaller heating
networks and process heat plants, to large-scale systems [2]. Large solar thermal (LST) plants are
defined as systems with more than 500 m2 collector aperture area or 350 kW nominal thermal power
[1] (a factor of 0.7 kW thermal power per m2 collector aperture area is commonly used to convert
collector area to nominal power [3]).

Worldwide, 339 large solar thermal systems with a capacity of 1.2 GW (1,747,200 m2 collector
area) were in operation end of 2018 [1]. Although the total installed capacity is small compared to
small-scale solar thermal systems, large-scale systems are quickly gaining importance. While the solar
thermal market shrinked by 2.8% annually between 2010 and 2018, the market for large-scale systems
had an average 15.5% increase per year in the main markets of Denmark, China, Germany and Austria
in the same period [4]. Solar district heating (SDH) applications in Denmark have been the driving
force for large solar thermal installations. By the end of 2018, a total of 118 plants with a capacity of
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970 MW were in operation, making up 63% of the capacity worldwide [1]. Austria has an installed
capacity of 27 MW and 23 systems, ranking number four in the world if the two big solar process heat
plants in Oman (104 MW) and Chile (28 MW) are not considered [1]. Besides heat supply to district
heating networks, the main applications are heat supply to local heating networks with residential,
commercial and public buildings and solar process heat [1].

The basic feature of investments in LST plants is a high initial capital investment, which is payed
back over the lifetime of the plant (typically 20 to 25 years) with the revenue from the produced solar
heat. LST systems make use of economies of scale and can reach specific costs below 200 e/m2

gr for
ground-mounted collectors [2]. Operation and maintenance (O&M) costs are very low: An estimate
based on Austrian experiences sets O&M costs to 0.5% of the investment cost for LST collector
arrays [5]. The revenue of large scale solar thermal systems is typically based on a fixed price per
produced kilowatt hour solar heat, which the costumer pays to the plant owner, plant operator or
energy service company. Achieving low levelized cost of heat (LCOH) is the key success factor for LST
plants [6]. Low LCOH requires high solar energy yields, while keeping investment and O&M costs
low. It is also crucial to have an accurate prediction of the solar yield during the engineering phase, in
order to minimize the investment risk and reduce risk premiums which have a negative impact on the
competitiveness of the technology.

1.3 Necessity of quality assessment

Quality assessments for LST plants are used during commissioning and operation to check the condition
of the plant and its components, to assess the control strategy and to determine if the plant performance
and solar yield matches the expectations. Methods to assess the solar yield date back to the 1980s,
when the first LST plants were engineered and built in Sweden and Denmark [7]. The main challenge
for quality assessment methods for the solar yield lies in the multitude of factors influencing the solar
yield, and the fact that some of these factors are stochastic in nature and expensive to measure with
good precision (e.g. solar radiation). The solar yield essentially depends on design, components and
operation of the plant, on the customer-side load (thermal power demand and temperature levels) and
environmental conditions (solar radiation, ambient temperature, wind), and their interdependencies.

There are a number of possible reasons that lead to deviations between the predicted solar
yield/predicted financial profit as calculated in the planning phase and the measured solar yield/financial
profit at system operation. The following influencing factors may cause such target/actual deviations
(see also figure 1):

1) The prediction of the solar yield at the planning stage is done with simulation programs, such as
TRNSYS [8] and PolySun [9]. The simulation model needs to be a close enough to the actual
plant design.

2) Crucial inputs are the efficiency parameters of the components, mainly the deployed collectors.
The efficiency parameters of collectors are obtained by testing a collector under standard
laboratory test conditions according to ISO 9806 [10], which offers a stationary and quasi-
dynamic test procedure and is certified under the Solar Keymark certificate [11]. In recent years,
the quasi-dynamic test procedure has gained popularity as its efficiency parameters describe the
collector more accurately under non-stationary conditions than the stationary test and consider
variable shares of direct and diffuse irradiance. But the conditions of the collectors tested in the
laboratory and their operation in the field can be considerably different (soiling of glass cover,
less-than-ideal stress of convection barrier foil, vegetation, etc.) and the test results themselves
are subject to uncertainties as round-robin tests show [12].
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3) The quality of climate data needs to be thoroughly investigated [13]. Climate stations typically
only measure the horizontal global radiation and the decomposition in its direct and diffuse
part and the conversion to the tilted surface requires radiation modeling [14]. Climate data
are long-term averages and do not account for yearly variations. Many countries face a slow
increase of the available solar radiation in recent years compared to standard long-term data for
periods like 1961-1990 [15].

4) Actual control strategy and operation typically also differs, as the control strategy is usually
simplified in simulation tools and the control strategy needs to be adapted to the local conditions.

5) Accurate assumptions on the heat demand and return temperatures often poses a problem for
large solar thermal systems, despite the existence of various load forecasting methods [16]. The
load profile and return temperatures impact the operation temperatures and also the useful solar
heat. For example, a low demand in the summer months can lead to more stagnation.

1.4 Responsibilities and risk sharing for plant performance

Quality assessment for LST plants requires separating the factors influencing the solar yield as best as
possible, in order to answer questions such as: “Is the solar yield lower than expected because the
load is lower (or customer-side temperatures higher) than assumed during plant design? Or do the
collectors not perform as indicated by the data sheet? Was it just a year with low irradiance? Are
there engineering problems concerning plant design or control strategy?”. These challenges are typical
for renewable energy systems where the weather as a stochastic boundary condition has a strong
influence on the performance. Besides solar thermal technologies, also PV plants [17] or wind plants
[18] are affected by this problem.

Such questions aim not only to pinpoint the causes for possible target/actual deviations, but
also ask for a clear division of responsibilities and risk sharing, which is the basis of all performance
guarantee procedures. The lack of stringent quality assessment methods that take real operating
and weather conditions into account make it harder to share the risk regarding weather conditions
between plant operator, designer and plant owner, and D-CAT aims at overcoming this gap. The
parties/stakeholders involved in an LST project want to limit their responsibility to their specific task
in the realization and operation of the project (see figure 1).

• [M] Component manufacturers, mainly collector manufacturers, want to limit their responsi-
bility to the provided components and services (e.g. collectors and mounting); they do not want
to be made liable for the way their components are actually operated (e.g. high/low tempera-
tures) or deployed (e.g. row spacing, tilt) within a field installation. Collector manufacturers
usually only guarantee the thermal power output under restrictive conditions, but not the energy
yield of the LST plant or the collector array.

• [D] Plant designers (engineering, consulting) are eager to choose a cost-efficient system
design and the best collectors and assume responsibility for the overall plant design. Designers
typically only give a guarantee on the solar yield when they also act as plant operators. De-
signers want to claim against component manufacturers if components do not meet the agreed
specifications (e.g. based on data sheet values).

• [O] Plant operators want to restrict their liability to the operation. In case operators guarantee
the solar yield, they want to regress on the plant designer and require the customer to stick
to specified technical condition (e.g. minimum thermal load, load profile, or upper limit for
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the return temperature). The risk regarding weather conditions may be attributed to the plant
operator, designer or owner, or shared among these parties.

• [C] Heat consumers require a reliable heat supply, want to pay a fixed heat price (e ct/kWh)
and limit their responsibility to meeting the agreed load profile requirements.

• [I] Investors / plant owners carry the financial risk and want to claim against the operator or
designer if the plant is not designed or operated well if this leads to reduced profit or reduced
plant lifetime.

Parties can also have multiple roles. Here are some practical examples:

• [M D O] Companies like Arcon-Sunmark A/S, Savosolar or Ritter XL Solar act as both collector
manufacturer, plant designer and operator.

• [D O I] The Austrian company SOLID Solar Energy Systems GmbH1 takes responsibility for the
investment and plant design and acts as an Energy Service Company (ESCo), operating plants
and selling heat to housing facility owners and/or district heating utilities, who pay a contracted
price [19].

• [O I] Danish district heating utilities also often act both as investors and operators [20].

1formerly S.O.L.I.D. Gesellschaft für Solarinstallation und Design mbH
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2 Existing test procedures and modeling approaches

2.1 Scope and use case

According to the ISO/IEC directives, measurement and test methods aim to “specify the procedure for
determining the values of characteristics or for checking conformity to stated requirements” [21]. Test
methods need to ensure high validity and reliability of the results. Test validity is the extent to which
a test actually measures what it intends to measure. High reliability means, that the test has similar
results under consistent conditions [22]. Standardized test methods lead to comparability of results
[21].

For testing collectors (and to some extend for collector arrays), numerous methods have been
developed, covering thermal performance, reliability, durability and safety issues. This analysis is limited
to test methods for the thermal performance. Short term testing of the thermal performance has little
overlap with reliability and durability tests, although long term testing of the thermal performance can
give indications on the reliability and durability [23]. Typical uses case for thermal performance tests
are:

1) Commissioning

2) Surveillance (comparison over time)

3) Control

4) Testing at different locations (comparison for different locations)

5) Certification of collectors

The D-CAT method focuses on use cases 1) to 4), which are described in more detail in chapter 4.3.
Use case 5) is linked to quality labels. The main quality label for solar thermal products is the Solar
Keymark [24], which is the basis for most European supporting schemes and tendering, and is also
increasingly recognized worldwide and harmonized with other labels through the GSCN (Global Solar
Certification Network) [25]. Certification of solar thermal collectors according to Solar Keymark
requires testing of collectors according to ISO 9806 [26]. Testing of solar thermal collectors enables
description of the collector with collector efficiency parameters.

Criteria to classify existing test procedures, including the specifications of the D-CAT method, are
described in table 1. Possible system boundaries are shown in figure 2. The description of existing test
procedures uses this classification scheme in the background.

2.2 Laboratory test procedures for collectors

Numerous test methods have been developed for collectors. A systematic experimental and theoretical
evaluation of dynamic test procedures developed till the year 2000 is provided by [27]. In the following,
two test procedures are presented in more detail. The first method is the Quasi-Dynamic Test (QDT),
which is the most widespread procedure for solar thermal collectors today. The second method is the
New Dynamic Method (NDM), which has currently no widespread application, but has an interesting
modeling approach which shares similarities to the D-CAT 1-N model.

The Quasi-Dynamic Test (QDT) was developed by Bengt Peres in the 1990s [28] [29] [30] .
The procedure was made a European standard EN 12975 [31] in 2000, which became the international
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Table 1: Criteria for test procedure classification (D-CAT specifications in red italics).

Criteria Typical specifications

Use case Commissioning (performance guarantee), surveillance, control, test-
ing at different locations, certification of collectors

Test site Laboratory indoor, laboratory outdoor, in-situ (at installation site)

Performance boundaries Single collector(s), collector array without distribution pipes, col-
lector array with distribution pipes, collector array including pipes
and heat exchanger

Collector types Flat plate, parabolic trough, compound parabolic concentrator,
evacuated tube collector

Key performance indicators (Normative) collector parameters, target/ actual comparison

Scope Thermal power, solar yield

Collector (array model) Explained variable: thermal power output, outlet temperature.
Model: no model, steady state, dynamic model, fully dynamic;
1-N model, 2-N model

Additional models No additional models, effective direct and diffuse radiation, distri-
bution pipes, heat exchanger

Required sensors Precision: high precision, low precision
Measurands: mass flow/volume flow, inlet temperature, outlet
temperature, total titled irradiance, beam irradiance, ambient
temperature

Duration of measurement 4-5 days, up to 6 months

Test data Used data: defined test sequence, normal plant operation
Data pre-processing: filtering criteria, averaging
Sampling rate: 1 s, 10 s, 1 min., 15 min., 1 h

Main boundary conditions Stable inlet, outlet and mass flow rate; stable inlet and mass flow
rate, fully dynamic conditions, minimal thermal power, no external
shading, no internal shading , no high wind

standard ISO 9806 in 2013. The current version is ISO 9806:2017 [10]. The original QDT procedure
was intended both for laboratory and in-situ application, but in-situ testing is only allowed since the
latest ISO revision in 2017. In 2019, the Solar Keymark Rules added a new Appendix P5.5 which
described the procedure for in-situ certification according to Solar Keymark [32]. At the time of writing,
no in-situ applications of ISO 9806 [10] are known to the authors. The use case of the QDT method
is the certification of new solar thermal collectors. It is applicable to all types of fluid heating solar
collectors and air heating solar collectors.

The collector model of the QDT method has a lumped capacity term which is related to the
mean fluid temperature. The QDT model and its differences to the D-CAT model are explained in
chapter 6.3. The outcome of the model are normative collector parameters (peak collector efficiency,
incidence angle modifier, heat losses, etc.). For the execution of the test, the method prescribes that
the collector mounting shall be such that the lower edge is not less than 0.5 m above the local ground
surface. The QDT method is typically applied outdoors. The method also requires high precision
measurements of the hemispherical solar radiation and diffuse irradiance or beam irradiance, ambient
temperature, wind speed, volume flow (or mass flow) and inlet and outlet temperature. Test sequences
use a constant volume flow of 0.02 kg/s per square meter of collector gross area or according to the

15 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

Figure 2: System boundaries for test methods. The D-CAT method has the system boundaries
“Collector array without distribution pipes”.

manufacturers’ specifications. The collector is tested over the whole operating range with at least four
fluid inlet temperature levels which shall be spaced evenly over the operating range of the collector.
During a test sequence, the inlet temperature must be kept within ± 1 K. A test period consists of
4-5 sequences (days) where all important operating conditions should occur. Days are categorized
in “day types” with mostly clear sky conditions and partly clouded conditions. A test sequence has
a length of at least 3h. With these different test sequences, the aim is to reach decoupled collector
parameters [10].

The method is not directly applicable to in-situ testing of collector arrays for the following reasons.
First, the method is designed for collectors and not collector arrays:

• For collector arrays, the installation conditions cannot be modified and might diverge (different
row spacings, tilt angles and orientations).

• External and internal beam shading and reduction of the diffuse irradiance due to view obstructions
occur.

• Flow- and temperature distribution and pipe losses affect the thermal performance.

• The traveling time of the fluid through the collector array and time constant are different.

Second, the requirements regarding measurement equipment are rarely met regarding sensor accuracy
and measurement points:

• Oftentimes, low precision sensors are used which require an uncertainty assessment. For collector
arrays, only the total tilted irradiance is typically measured.

• The measurement of wind speed as prescribed in the standard at different locations of a collector
is not possible in the field. Furthermore, the representativity of the measurements is much more
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problematic, when a value like wind speed or radiation is measured in one spot in large collector
arrays.

Third, the standard prescribes test sequences which cannot be observed in normal plant operation:

• The inlet temperature is influenced by the heat sink, e.g. the return temperature of a district
heating network, and is typically neither stable nor does it cover the whole operating range.

• The volume flow varies if speed control pumps are used, which is common for large collector
arrays.

The New Dynamic Method (NDM) by Amer and Nayak [33] was developed for flat plate
collector testing. The model used in the test method splits the collector in segments of length ∆x

in the flow direction of the collector. The width w of a segment is equal to the distance between
the axes of two adjacent riser tubes. The thermal capacity is lumped in one node referenced to
the mean temperature of the fluid. Radiation gains are proportional to the optical efficiency of the
incident hemispherical radiation and heat losses are captured with a constant heat loss coefficient.
The modeling is based on the energy balance for the segment

ṁl cf (Tf ) [Tf (x+ ∆x, t)− Tf (x, t)] =

F ′ (τα) G (t) w∆x − F ′UL [Tf (x, t)− Ta (t)] w∆x− (Mc)∆x

dTf (x, t)

dt

(1)

Under the assumption that the thermal capacity is uniformly distributed along the collector array
we have

(Mc)∆x

w∆x
=

(Mc)fin
wL

=
(Mc)

AP,col
= (mc) (2)

Dividing by w∆x and normalizing the length L to one, assuming homogeneous flow distribution
and taking limits leads to a partial differential equation

ṁ cf (Tf )

AP,col

∂Tf (x, t)

∂x
= F ′ (τα)G(t)− F ′UL [Tf (x, t)− Ta (t)]− (mc)

∂Tf (x, t)

∂t
(3)

This first-order PDE can be solved with the Laplace transform technique for the outlet temperature
and has an explicit solution. The thermal performance test according to NDM can be conducted under
normal weather conditions or with shielding the collector within an opaque or semi-transparent shield
for 5 min. and then exposing the collector to the sun for 15 – 30 min. An advantage of the NDM
method is, that a constant inlet temperature is not required. As shown in the paper, the method gives
reliable results under different weather conditions ranging from almost steady to highly variable. A
disadvantage of the procedure is, that it only yields three collector parameter and it thus not able
to comprehensively describe the collector by differentiating between beam and diffuse irradiance and
quadratic heat losses. A newer method inspired by the NDM is the L-QDT method [34]. The NDM
method shares some similarities with D-CAT method as the thermal model is also based on the energy
balance of segments in the flow direction. The D-CAT 1-N model (see chapter 6.4) is an extension of
the model in equation (3).

17 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

2.3 In-situ testing for collectors and collector arrays

Collector test methods like the NDM method which do not have restrictions on operating conditions
could in principle be applied in-situ. An early version of the QDT method was applied to a large
scale flat plate collector module of 11 m2, installed at a test array in Sweden. The system was running
for 24 h a day. Hourly mean values were used with good results [29]. Another interesting application
was at the Södertörn SDH test plant, also located in Sweden, which had 9 sub-arrays with different
collector types (7 with flat plate collectors, 2 with evacuated tube collectors) [35]. The evaluation
showed the importance of using an incidence angle correction term for beam radiation modeling.
Optical parameters could be determined accurately, but there were difficulties with the estimation of
the quadratic heat loss coefficient and heat capacity.

The Dynamic Solar Collector (DSC) test method has also been applied in-situ [36]. It combines
filtering theory and the least square method. The method has no restrictions regarding solar irradiance,
inlet temperature and volume flow. The model predicts the collector area rather than optical
parameters. Evaluations of the test procedure show that the method can accurately predict the fluid
outlet temperature, but the collector parameters are not reproducible [27] [37], and systems with
different characteristics may not be well characterized by it [38].

The In-situ Collector Certification (ICC) is an adaption of the QDT method to test single
collectors in a field installation [5]. Research work in connection with the development of the method
laid the basis for the new “Annex P5.5 In-Situ Collector Certification” of the Solar Keymark Scheme
Rules, which now allow in-situ certification of collectors with the following use case: “In-situ certification
is targeting but not limited to collectors which because of their size, power output, weight, operating
conditions or on-site production can hardly be tested in a laboratory” [32]. The method is applicable
to all collector types and delivers the same collector parameter as the QDT method for outdoor testing.
In comparison to the QDT method, the required boundary conditions regarding volume flow and
inlet temperature are relaxed to have less interference with the control system. With sufficiently long
averaging intervals, fluctuations of the inlet temperature of up to 5 K and 15% of the mass flow are
acceptable [39]. Deviating from ISO 9806 [10], a Sunshine Pyranometer SPN1 [40] can be used to
measure the diffuse radiation. A bootstrapping procedure to assess the quality of the parameters
has been implemented in addition to the QDT method [39]. Details of the method have not been
published yet. Similar to the QDT method, ICC is not directly applicable to collector arrays.

For collector arrays, Bosanac and Nielsen [41] proposed a method called In-situ Check of Collector
Array Performance (ICCP). The method is applicable to collector arrays with flat plate collectors
with liquid as heat transfer medium. The model is similar to the QDT model. The method was
applied to a collector array of 60 m2 with measurement data resampled to one minute. Repeated
applications to fourteen 5-day sequences within a measurement season showed a high repeatability of
the optical efficiency (± 2%) and heat losses coefficient (± 15%), but a lower repeatability of the
incident angle modifier (± 25%). The method only considers data with a total irradiance > 400 W/m2

and recommends a minimum variation of the temperature difference between collector mean and
ambient temperature between 10 - 60 K and incidence angle between 10◦ and 70◦ for accurate results.
The obtained results are interesting, although the application to a small collector array does not allow
deviations for larger arrays, as collector array specific challenges are not discussed in the paper.

A new In-situ Solar Collector Field Test (ICFT) has been developed recently by Kong, Furbo
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and Peres [42]. The test method models the solar collector array (or one or multiple collector rows of
the array) as a large collector similar to the QDT model

Q̇sp = F ′ (τα)Kb Sb Gb + F ′ (τα)Kd Sd Gd − a1

(
T − Ta

)
− a2

(
T − Ta

)2
− a3 u

(
T − Ta

)
+ a4

(
EL − σSB T 4

a

)
− a5

dT

dt
− a6 uG

(4)

Pipe losses are not modeled. The slope and orientation of all collectors are the same. The
parameters a7 (wind speed dependence of infrared radiation exchange) and a8 (radiation losses) of the
QDT model are not included (see equation (13) of ISO 9806 [10]), but they are usually not relevant
for flat plate collectors. The notable difference to the QDT model is the use of the shading coefficients
Sb and Sd for the beam and diffuse radiation. The paper gives formulas to calculate the shading
share for collectors with identical and different slopes, one fixed and one tracking collector and two
tracking collectors. The parameters are estimated with multiple linear regression. The method has
been applied to two flat plate collector arrays in Denmark with aperture collector areas of 11.866 m2

ap
and 5.960 m2

ap using a simplified version of equation (4) not including parameter a3, a4 and a6.
Even though the thermal power output and solar yield prediction improves significantly by using the
estimated parameters, they differ substantially from the data sheet, especially the incidence angle
modifier b0 (+100 % and +140% respectively) and heat capacity a5 (-49.5% for the second field).
These deviations are not explained in the report. The drawbacks of the method are the same as for
the application of the QDT method to collector arrays (see chapter 2.2).

The Performance Check (PC) is the most widespread in-situ test method for collector arrays.
It has been used in Denmark for approximately 10 years and was described in a fact sheet of IEA
SHC Task 45 [43]. Recently, it has been proposed as an input to a new ISO standard and a working
group under ISO/TC 180 is elaborating the standard right now. The description below refers to the
current working document. The overall principle of the PC method is to check the measured power
against the estimated power when the collector array is running close to full power. It can be used in
connection with commissioning of the collector array and/or for continuous on-line surveillance. Flat
plate and concentrating collector arrays can be tested. The estimated power is calculated based on
the collector parameters from the ISO 9806 [10] test plus some safety factors. The equation used to
estimate the collector array power is chosen depending on the collector type and targeted uncertainty
level. For non-concentrating collectors, two equations are available

Q̇est = ncol ·AG,col ·
[
η0,hem G − a1(T − Ta) − a2(T − Ta)2 − a5

dT

dt

]
· fsafe (5)

Q̇est = ncol ·AG,col ·

[
η0,b Kb Gb + η0,b Kd Gd − · · ·

−a1(T − Ta) − a2(T − Ta)2 − a5
dT

dt

]
· fsafe

(6)

where the temperature T is the average of inlet and outlet temperature of the collector array over the
evaluation period, usually one hour.
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Table 2: Restrictions on operating conditions according to the PC method.

Operating condition Limits (eq. 5) Limits (eq. 6)

Shadows No shadows No shadows
Incidence angle ≤ 30◦ —
Change in collector mean temperature ≤ 5 K/h ≤ 5 K/h
Ambient temperature ≥ 5 ◦C ≥ 5 ◦C
Wind velocity ≤ 10 m/s ≤ 10 m/s
Hemispheric radiation G ≥ 800 W/m2 —
Beam radiation Gb — ≥ 600 W/m2

Equation (6) is used when the direct and diffuse radiation on the collector plane is available. It will
normally have lower uncertainties than equation (5). The safety factor fsafe is taking pipe and other
heat losses, measurement uncertainty and other uncertainties into account. To limit uncertainties,
restrictions on the operations conditions are used as described in table 2.

Only measurement points which satisfy these restrictions are considered. Measurement data are
logged (at least) each minute. Averaged data are recorded (at least) each hour. These averaged
data are then used for the PC method to compare the measured and estimated power according to
equations (5) or (6). For checking the collector performance, the measurement period shall have at
least 20 data records.

A major advantage of the PC method is its easy applicability (spread sheet tools suffice) and a
straightforward and unambiguous implementation of the method based on the description. The PC
method is therefore well suited as a guarantee procedure at commissioning. Note that the method
does not estimate collector parameter based on measurement data, but uses the parameter values
from the laboratory test. Therefore, the method does not allow a yield simulation based on in-situ
parameter as the ICCP, ICFT and D-CAT methods do. The used operating conditions do not account
for the dynamic behavior of the collectors or short-term fluctuations. Nevertheless, the method is very
helpful for a quick assessment. It oftentimes can make sense to use the PC and D-CAT method in
combination.

A method for an annual solar yield guarantee was also elaborated in IEA SHC Task 45 [20]. It
defines a reference annual specific solar yield and uses linear correction functions for the annual solar
radiation level, ambient temperature level and operation temperature level. The theoretical background
for this method is the analytical model for the daily energy input/output relationship for solar collector
systems [7]. The guaranteed output is the corrected annual specific solar yield multiplied by a safety
factor for other influences and uncertainties. As the calculation of the corrected specific solar yield
varies a lot between plants and operating years, guarantees are only given with high safety margins in
practice. Therefore, the procedure is seldomly applied as a guarantee procedure.

An exception for the seldom use of annual solar yield guarantees are projects of the German collector
producer, turn key supplier and plant operator Ritter XL Solar, which gives yield based performance
guarantees as a fixed solar annual solar yield. For a SDH project with 1,422 m2 collector area in
Germany, they guaranteed an annual solar yield 10% below the expected yield [44]. The prerequisite
for this is, that Ritter XL Solar unifies all roles of collector manufacturer, designer and plant operator
and does not have to deal with the conflicting interests of these parties (see chapter 1.4).

Another method for quality assessment of the solar yield is the In-situ Short Term Testing
(ISTT) method for large scale solar thermal systems [16] [45]. The basic idea of the ISTT method
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is a target/actual comparison with two simulations of the yearly solar yield. The first simulation
uses the data sheet values of the components, whereas the second simulation uses parameters that
were estimated by fitting the simulation model to measurement data that were acquired during a
4-6 week long measurement campaign. The parameters to be estimated are chosen according to a
sensitivity analysis of the yearly energy output of the simulation model. The parameters which have
a strong influence on the energy output should be included in the parameter estimation procedure.
After the parameter estimation, the model of the system/plant with the estimated parameters has to
be validated before the simulation of the yearly reference solar yield. Measurements are done with
temporary clamp-on sensors. For the simulation of the collector array, the method recommends the
use of a dynamic model with discretization in the flow direction of the fluid, like the MFC (Matched
Flow Collector) model implemented in TRNSYS Type 101 [46]. The basic idea of a target/actual
comparison of the solar yield with two simulations (data sheet and estimated parameters) is also
present in the D-CAT method (see chapter 9.4). The ISTT method is very flexible and can be applied
to any collector array if there are simulation models available. But the application of the method is
very complicated, needs a special simulation model for each plant with a potentially different set of
parameters, which makes results difficult to compare and trace. Furthermore, the method does not
specify data processing techniques. No applications of the method outside scientific research projects
are known to the authors.

2.4 In-situ performance evaluations from operators’ perspective

An important perspective for the development of in-situ test procedures is the existing common
practices of plant operators in evaluating their plants. The following is a description of the monitoring
practice of the project partner SOLID, a turnkey supplier and operator of large scale solar thermal
plants, as an example. Many plants are operated with an ESCo (Energy Service Company) business
model (also known as Solar Contracting). The ESCo takes responsibility for the investment, design
and operation of the plant. The heat is sold to housing facility owners and/or utilities. For SOLID as
the plant operator, performance monitoring is essentially the basis for billing the delivered energy on
the one hand and for plant optimization and fault detection on the other.

Typically, calibrated heat meters are used for all systems, which are positioned at the main system
boundaries (often the primary or secondary side of the heat exchanger for SDH applications). Within
the collector array, inlet and outlet temperature, additional temperatures at the exit of collector rows,
ambient temperature, total irradiance in the collector plane, pump speeds and valve positions are
typically measured. For larger collector arrays, additional heat meters are placed in subarrays. Some
plants have wind sensors. Beam radiation is only measured for plants with on-going scientific research
projects. Operational data are typically recorded in 1 min. or 10 s sampling. The most common
evaluations are:

• Specific solar yield (yield per m2 collector area) comparison for a specific plant for different
periods: monthly yield, annual yield, accumulated yield over the year

• Specific solar yield comparison with other plants: annual yield, monthly yield

• Comparison of measured and calculated thermal power output when the plant is running close
to full power

• Measured and simulated solar yield over any time interval

• Direct graphical comparison: see figure 3 for an example based on monthly energy yields, and
figure 4 for an example based on power output plots.
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For selected measurement points, e.g. pressure measurement in the solar circuit, there is an
automatic alarm if the values are below or above a defined threshold. All plants have a visualization
(line plots of the most important measurement points) which is accessible by remote access.

Automated evaluations of plant performance are also provided by the SolarHeatData.eu platform,
owned by the Danish District Heating Association [47]. The platform provides absolute and specific
solar yields and solar radiation data on times scales down to an hour as well as input-output, production
and efficiency and solar fraction plots. An example is shown in figure 5. To make in-situ test procedure
valuable for the plant operator, it must have additional benefits to these evaluations.
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Figure 3: Comparison of monthly solar yield over 10 years. For one installation, the monthly solar
yields are plotted over 10 years of operation. Grouping by month reveals outliers (e.g. May 2019)
which need to be systematically analysed. Source: SOLID.

Figure 4: Thermal power output of a solar collector array vs. incoming radiation: The specific
power output [W/m2] (left axis) is plotted over one day and compared with the radiation on the
collector array [W/m2] (right axis). Source: SOLID.
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Figure 5: Input-Output diagram [47] evaluation of the large scale solar thermal installation at
Silkeborg.

2.5 Research need and challenges

Overall, the available test procedures are not sufficient to characterize collectors within a field installation
with characteristic, reproducible parameters that capture their thermal performance under “real-world”
conditions. The D-CAT method addresses the following challenges:

• Collector array model: Existing approaches either use an over-simplified model for the collector
array dynamics (e.g. direct application of the QDT model) which are not suitable for large
collector arrays (when using data from the normal plant operation under fully dynamic conditions)
or require a complex representation of the collector array in a dynamic simulation tool.

• Radiation model: None of the available methods is able to bridge the gap between the typical
radiation measurement setup for large collector arrays (total titled irradiance in the collector
plane) and collector arrays model which need beam and diffuse tilted irradiance as inputs,
which is crucial for dynamic modeling [15]. The reduction of the diffuse irradiance due to view
obstructions is not considered.

• Data selection and parameterization: Existing approaches either have very restrictive condi-
tions for the data selection (e.g. PC method with quasi-stationary intervals) or do not contain
any restrictions (e.g. ISTT). In the first case, a model parameterization might not be possible at
all, in the latter case parameters might be unreliable. Other methods (e.g. ICCP) recommend
variations in the data which are rarely present. Data selection is an underrepresented topic for
most methods and advanced statistical methods for parameter estimation are seldomly used.

• Clear interpretation of parameters for different measurement setups: Existing approaches
do not elaborate how comparable parameters can be obtained for different measurement setups
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or missing measurement points to allow a meaningful comparison between different plants and
with the data sheet. For example, different collector array models might be used conditional
on the fact if beam radiation is measured or not, which makes a comparison difficult. A clear
interpretation of the parameters (e.g. if they include or do not include pipe losses, etc.) and
definition of system boundaries is often missing.

• Missing procedures for solar yield guarantees: The existing procedures are not suitable for
a solar yield assessment, either because they do not provide reproducible parameters, have high
methodological uncertainties due to oversimplification (e.g. guarantee with fixed annual yield)
or are too complicated (e.g. ISTT method). Yield based evaluations by plant operators are
not able to systematically differentiate possible reasons for yield differences which accrue to the
collector as a component.

• Measurement uncertainty: The effects of measurement uncertainties on the estimated param-
eters is not addressed for collector array test methods or dealt with by so-called safety factors
(e.g. PC method), although the QDT method contains recommendations in the informative
Annex D of ISO 9806 [10].

• Automation and low cost: Many test procedures are difficult to automate or do not provide a
description of how they can be automated for easy applicability and low cost. A short measurement
period to reduce costs is desirable, but is less of an issue if no additional measurement equipment
needs to be installed.

The D-CAT method aims to contribute to the solution of these challenges.
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3 Measurement of test plant “Fernheizwerk” (FHW)

A cornerstone to develop and validate the D-CAT method is the availability of high-precision measure-
ment data of large solar thermal plants. To this aim, a large solar thermal plant in Graz (Austria) was
equipped with high-precision measurement equipment. The plant feeds into the district heating network
of Graz. It is located in close proximity to the gas-fired district heating plant FHW (Fernheizwerk),
where the plant takes its name from. It is one of best-measured large scale solar thermal plant in the
world and offers a unique opportunity to study the performance of large solar thermal plants.

3.1 Plant description

The FHW plant has a total gross collector area of 8,249 m2
gr (5,774 kW nominal thermal power). The

first collector array with 5,000 m2
gr (3,500 kW) was put in operation in 2008 and is located on the

roof-top of a waste recycling facility. The second collector array with 3,249 m2
gr (2,274 kW) was built

in three stages in 2014/2015, 2016 and 2018 and is located on a grass field. Figure 6 depicts the
collector array on the grass field in direct vicinity of the central district heating plant of Graz as viewed
from the south-west. The plant was designed by the MeQuSo project partner S.O.L.I.D. Gesellschaft
für Solarinstallation und Design GmbH2 and is operated by solar.nahwaerme.at Energy Contracting
GmbH.

A unique feature of the plant is the deployment of ten different collector types from six manufacturers,
including flat plate, parabolic trough and heat pipe collectors. Table 3 gives an overview of used
collector types.

Within the project, six collector arrays which together represent the installation as depicted in
figure 6, consisting of high-efficiency flat plate collectors of five manufacturers were equipped with
high-precision measurement equipment (as indicated in the last row of table 3). An array consists of
multiple collector rows with a common return and supply connection. Five arrays with a total gross
collector area of 2,165 m2

gr (1,515 kW) are in the same circuit (2a), whereas one array with a total
gross collector area of 255 m2

gr (178 kW) is separated by a heat exchanger (2b) because the collector
has an aluminium absorber which requires a special anti-freezing liquid. Two arrays of circuit (2a)
were not included as they deploy different collector types. Collectors in subarray (2c) were excluded,
as that part was built after the measurement setup was already specified. Collector array (1) was
excluded from the beginning due to financial restrictions. The mounting of the collectors on the grass
field was done with rammed steel profiles and drilled-in steel screws, see figure 7.

Collectors face south direction (180◦). The design of the array aimed at tilt angles of the collectors
of 30◦ and row spacings of 3 m. As collectors are aligned at their bottom edges and the size differs
slightly between collector types, the height of the upper edges of the collectors above the ground
varies a bit. Additionally, the ground is slightly uneven and tilt angles and row spacing show minor
differences due to the mounting technique. Tilt, row spacing and height above ground were measured
separately at the beginning, middle and end for each collector row. The results are displayed in table 4.

2now SOLID Solar Energy Systems GmbH
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Figure 6: Collector array of FHW plant with ground-mounted collectors. Source: SOLID, Picfly.at
Thomas Eberhard.

Figure 7: Collector mountings at the FHW plant.
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Table 4: Tilt, row spacing and height above ground for the measured collector arrays.

Array Tilt [degree] Row spacing [m] Height above ground [m]

KBB 29.1 30.9 29.9 3.01 3.25 3.11 1.59 1.59 1.59

ökoTech 29.2 31.1 29.9 2.99 3.19 3.09 1.53 1.57 1.54

Arcon (south) 30.8 31.6 31.2 3.10 3.12 3.11 1.67 1.79 1.72

Arcon (north) 30.4 31.4 31.0 3.08 3.56 3.23 1.61 1.69 1.67

GREENoneTEC 29.1 30.2 29.7 3.27 3.27 3.27 1.49 1.51 1.50

Savosolar 29.5 30.9 30.0 3.11 3.79 3.25 1.64 1.78 1.73

Towards the east of the collector array, the main transport pipe of the district heating network
of Graz, a 19 km long connection between the town of Mellach and Graz, passes the plant. The
temperatures in the transport pipe are typically around 130/65 ◦C in the main heating period in winter
and around 95/55 ◦C in summer. The maximum capacity of the transport pipe is 320 MW (with a
65 K spread between supply and return temperature). The solar thermal plant is feeding into the return
flow of the district heating network and is separated from the grid by two heat exchangers. There is
no storage, the plant directly feeds into the grid. Feed-in temperatures below the flow temperature of
the network are technically feasible, as the decrease in flow temperature in the transport pipe is not
significant due to the low share of the solar thermal power output in comparison with the transported
heat in the pipes. The plant uses speed-controlled pumps, scalable between 30% and 100% of the
maximum pressure head.
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3.2 Measurement setup

3.2.1 Measurement points and sensors

Figure 8 shows the position of the measurement sensors: All five arrays in solar circuit (2a) are equipped
with volume flow, return and flow temperature sensors, which allows to calculate the thermal power
output for each array separately. Additionally, the inlet and outlet temperature for each array and the
flow temperatures for each row are measured. For one specific row, additional measurements of the
inlet and outlet temperatures of single collectors are put in place. Pressure measurement are done for
two arrays. For the solar circuit (2b), the measurement setup is the same with the exception that
the volume flow is measured on the secondary side of the heat exchanger. Additionally, the inlet and
outlet temperature of each array and the flow temperatures for each row are measured. For a precise
evaluation of the collector performance, high-precision measurement of solar radiation, both total tilted
radiation and beam/diffuse radiation is important. For this purpose, a pyranometer in the collector
plane and a pyranometer, mounted on a sun-tracker are used. Ambient temperatures are measured in
three spots, wind speed is measured on the horizontal. Complementary measurements include global
and diffuse horizontal radiation measurements by pyranometers mounted near the pyrheliometer. A
webcam is used to gain a visual impression on the situation of the site. Sensors and data logger
specifications are listed in table 5.

Table 5: Sensors and data logging.

Sensors

Volume flow Electromagnetic flow sensor OPTIFLUX 4000 DN32 IFC 100
Fluid temperature Resistance Thermometer Pt100 (EN 60751 F.01), placed

directly in fluid (without thermowell)
Ambient temperature Resistance Thermometer Pt100 (EN 60751 F.01), with venti-

lation unit
Total radiation in collector plane Pyranometer Kipp&Zonen SMP 21
Beam radiation (DNI) Pyrheliometer Kipp&Zonen SHP1 (mounted on Kipp&Zonen

SOLSYS 2 suntracker, sun sensor for active tracking)
Global radiation Pyranometer Kipp&Zonen SMP 11
Diffuse radiation Pyranometer Kipp&Zonen CMP 11 with shadow ball
Wind speed (horizontal) Ultrasonic Wind Sensor Lufft V200A-UMB
Pressure Pressure transmitter Huba Control Typ 520

Data logging

Data logger PLC B&R Industrial Automation X20CP1483, four wire (4 L)
connection totemperature sensors

Sampling rate 1 second

3.2.2 On-site installation

The volume flow is measured with electromagnetic flow sensors. To meet the installation requirements
regarding inlet and outlet pipe lengths, it was necessary to increase the length of the return pipe for
four collector arrays, as depicted in figure 9.
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Figure 8: Measurement setup of the FHW plant, with sensor positions, position of solar tracker and
webcam (adapted from Google Maps).
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Figure 9: The volume flow sensors require settling sections upstream and downstream of the sensor.

Temperature measurements are placed directly in the fluid. Additional bends were installed at
outlet pipes of four arrays to improve the approaching flow conditions (figure 10, left). For the
measurements of the inlet and outlet temperatures of single collectors, a device developed by the
collector manufacturer was used, depicted in figure 10, right. It consists of two bends, where one bend
has a socket to mount a temperature sensor in counter flow to the flow direction.

Figure 10: Temperature measurement at the mixed outlet of all rows of one collector array (left).
Temperature measurement between collectors (right).

31 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

Figure 11: Pyranometer (top left), ambient temperature sensor with ventilation unit (middle left),
wind sensor (bottom left) and radiation platform including pyrheliometer and unshaded and shaded
pyranometer (right).

The positions of the radiation, ambient temperature and wind sensors and webcam are shown in
figure 8 (page 30) . Pictures of the installation can be found in figure 11. The sun-tracker with the
pyrheliometer and additional global and diffuse horizontal sensors is mounted on a platform above the
district heating transport lines 3 m above ground to diminish view obstructions.

A webcam is placed in the south-east corner of the collector array (see figure 12). Pictures are
taken every 5 min. The purpose of the webcam is to get a visual impression on shading, detect major
defaults (e.g. broken collector glasses) and to document the vegetation and additional relevant events
(e.g. maintenance work). A sample screen shot can be seen in figure 12, where a bird can be seen
in the foreground and a tent used for maintenance in the background. Webcam pictures helped to
manually exclude time periods, which were not representative for array operation, e.g. shading of the
collectors due to the tent used for maintenance.

3.2.3 Calibration and fluid test

All volume flow sensors were calibrated in the field on 2016-11-25. A high-precision reference sensor,
which was calibrated by the manufacturer at 5 points (15%, 40%, 60%, 80% and 100% of the nominal
volume flow), was placed on the joint return pipe (top left corner in figure 8, page 30). One collector
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Figure 12: Mounting of webcam at FHW plant (left) and sample picture (right).

array was left open at a time, while all the other arrays were closed off with ball valves on both sides.
Each sensor was calibrated at 4 or 5 different flow rates, encompassing the whole operation range. For
each flow rate, the speed-controlled pumps were operated with the same speed for at least 5 minutes,
while the flow rate was measured by the reference sensor and the sensor in the field. These data
were then averaged for each sensor and calibration point separately and a linear calibration correction
(between the calibration points) was implemented.

Temperature sensors were calibrated in the laboratory of AEE INTEC. Pyranometer in the collector
plane (SMP 21) and the pyrheliometer (SHP 1) were calibrated by the manufacturer at the start of
the measurement campaign. Additional radiation sensors mounted on the sun-tracker were calibrated
on-site at FHW plant with the pyranometer SMP 21 who was mounted temporarily on the sun-tracker
and the pyrheliometer.

To determine the density and heat capacity of the fluid in the solar loop (propylene glycol),
a laboratory test was conducted at ILK Dresden [48] as the filling/re-filling of the anti-freezing
liquid before the start of the measurement campaign was only partially documented and due to fluid
degeneration. Furthermore, fluid properties in data sheets can be unreliable and measurements of
the concentration with a refractometer can have large uncertainties [49]. The sample was taken
on 2018-11-15. Laboratory measurements for the density were interpolated with a second order
polynomial, with ρf in [kg/m3] and T in [◦C]

ρf = 1049.951− 0.431 · T − 0.00187 · T 2

For the heat capacity, a third order polynomial was used; cf is in [kJ/kg] and T in [◦C]

cf = 3.624− 0.00639 · T − 0.0000590 · T 2 − 0.000000269 · T 3

Figure 13 shows the values for the density and heat capacity in reference to the propylene-glycol
Tyfocor L R© with different concentrations. Measurements with a customary refractometer showed a
concentration of 43.5%, which is in line with the retrieved values for the density. The heat capacity
values vary between different concentrations according to the data sheet and using a concentration of
43.5% would have led to a substantial error.
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Figure 13: Thermodynamic properties of the FHW heat transfer fluid, compared to Tyfocor L R©:
density (left) and heat capacity (right).

3.3 External Shading

For a fair assessment of the collector array performance, environmental conditions (beam and diffuse
radiation, ambient temperature) need to be determined with reasonable accuracy. Conditions with
external shading are excluded from the analysis in the D-CAT method, as it is difficult to determine
the radiation on the collectors for these conditions, which could lead to a bias in the analysis.

For the FHW plant, external shading is a major issue. Towards west, the transport pipe of the
district heating grid with a height of approx. 3 m passes the collector array in close distance (see figure
14, left) and casts shadows in the morning. Towards south, there are buildings and trees (approx. 20
to 50 m distance) which cause shading for low sun altitude angles. Towards west, there are trees
(approx. 20 to 50 m distance) which cause shadow in the afternoon (see figure 14, right).

(a) towards south (b) towards west

Figure 14: View towards south with transport distribution pipe (left) and view towards west (right) of
FHW plant.

Shading objects (buildings and trees) close to the collector array and the large area occupied by
the six measured arrays of around 60 m x 90 m lead to inhomogeneous external shading among and
within the six measured arrays. This made the consideration of the 3D topography necessary. A 3D
model was set up in SketchUp as part of a master thesis at AEE INTEC [50]. A screenshot of the
model is shown in figure 15.
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Figure 15: Screenshot of the SketchUp 3D model for the FHW plant.

The basic 2D aerial picture to build the model was imported from Google Earth and complemented
with building heights from a local GIS provider [51]. Collector dimensions, space between collectors,
row spacings, height of the collectors above ground and tilt were measured at the beginning, middle
and end of each row. The dimensions of district heating transport line were measured on-site as well.
The height of the trees was calculated based on measurements of the position relative to reference
points and the view angle measured by an angle measurement device. Based on the SketchUp model,
for each day the first time point where external shading stops in the morning for all six arrays and the
last time point where external shading begins in the afternoon for at least one array was determined
with the built-in shadow function of the program, which visually displays shadows for the model for
manually selectable times. The external shading pattern was regular in the sense that between these
two time points, there were no intermittent periods with no shading, thus the whole period where all
six arrays were captured with this methodology. These start and end time points were then visually
validated with webcam pictures, which showed a very good agreement.

The results of the external shading calculations are shown in figure 16. Days with plant operation
where no external shading occurs is between the 2nd of February and 10th of November. Total hours
without external shading amount to 1,693 h per year. As can be seen in this example, excluding
periods with external shading can substantially reduce the dataset to be used for performance checks.
Internal shading is treated in chapter 7.1.2.

3.4 Continuous quality assurance

After the installation of the measurement equipment in June and August 2016, data were recorded
from 2016-08-22 until 2019-10-15. For the validation of the D-CAT method, only data from 2017 and
2018 were used, as special care for the maintenance of the measurement equipment and surveillance
of the plant performance was limited to these two years. During these two years, the following quality
assurance measures were undertaken to ensure the quality of measurement data:

• Regular on-site inspection of the measurement equipment (typically two-week intervals) regarding
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Figure 16: Periods with no external shading (top) and daily hours with shading-free periods (bot-
tom) for the FHW plant.

sensor condition, cables, time drift of data logger, etc.

• Regular cleaning of radiation sensors (typically once a week)

• Regular inspection of the plant (e.g. broken foil or glass of the collector, thermal insulation,
soiling, etc.) on-site and with webcam pictures (typically once a month)

• Regular check with plant visualization (typically once a month)

• Automated check for data transmission (run once a day)

• Automated check for missing data, physically implausible values, etc. (run typically once a week)

• Documentation of all plant events (e.g. power supply interruption, maintenance work, grass
cutting, etc.) in log book and with photographs

Sample pictures of the on-site quality assurance are displayed in figure 17. Experience showed that
especially the pyranometer was affected by soiling and needed regular cleaning. Major plant events
during the measurement campaign was an operation interruption due to extension of collector array
and a power supply interruption which lead to stagnation in the middle of 2018.

3.5 Measurement uncertainty

Measurement uncertainties for the deployed sensors were determined based on the specifications on
the data sheets of the manufacturer (see table 6) and the calibration procedure. The maximum error
for the fluid density was stated as ± 0.5% and for the heat capacity ± 1% by the test laboratory [48].

36 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

Figure 17: Soiling of pyrheliometer in winter (top left), broken glass of collector shortly after inauguration
(top right), soiled collector (bottom).

Different uncertainty sources for a particular sensor (e.g. zero off-set, long term stability, non-linearity,
temperature dependence) were combined to a sensor uncertainty expressed as the standard deviation
of a normal distribution according the Guide to the expression of uncertainty in measurement (GUM)
[52]. For calculated values, which a are function of measured values (e.g. mass flow as a product of
volume flow and fluid density) the GUM procedure can be used as well or Unscented Transform (UT)
for an improved uncertainty propagation for non-linear functions (see chapter 8.3). Table 6 shows the
uncertainty for four different operating conditions of one collector array with high/low volume flow
and high/low ∆T between flow and return side respectively, which can occur when plant is running
close to full power (operating point 1), heating up (operating point 2 and 4) or days with intermittent
operation (operating point 3). The uncertainty is expressed as ± 2σ (standard deviation), which is
a 95.45% confidence interval for the normal distribution, i.e. 95.45% of the measured values are
expected to lie in this interval. As can be clearly seen, the relative uncertainty (± 2σ/value) of the
volume flow, density and heat capacity is very similar for the four operating points. The uncertainty
expressed as ± 2σ for the temperature measurements is also similar. The uncertainty for the calculated
thermal power output is below ± 1% for operation point 1 and reaches 2.4% for operating point 3.

37 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

These values indicate a high measurement accuracy. Note that the overall uncertainty of the thermal
power output is reduced for higher ∆T , as the temperature measurements have a large influence on
the thermal power output and the uncertainty of the temperature measurement is small compared to
the other uncertainties. The evaluation of a single collector with this measurement setup would have
a large uncertainty as the ∆T is very small for collectors connected in series.

Table 6: Measurement uncertainties for selected operating conditions.

Measurement Calculation

Value ± 2σ Value ± 2σ

Operating point 1
Full power: high volume flow, large ∆T

V̇ 8.09 m3/h ± 0.034 m3/h (± 0.42%)

Tin 71.3 ◦C ± 0.24 K

Tout 102.4 ◦C ± 0.26 K 274 kW ± 4.86 kW

ρf 1010 kg/m3 ± 5.83 kg/m3 (± 0.58%) (± 0.887%)

cf 3.88 kJ/kg·K ± 0.045 kJ/kg·K (± 1.15 %)

Operating point 2
Heating up: low volume flow, middle ∆T

V̇ 3.64 m3/h ± 0.017 m3/h (± 0.47%)

Tin 58.0 ◦C ± 0.22 K

Tout 70.4 ◦C ± 0.24 K 49 kW ± 1.47 kW

ρf 1018 kg/m3 ± 5.88 kg/m3 (± 0.58%) (± 1.499%)

cf 3.85 kJ/kg·K ± 0.044 kJ/kg·K (± 1.15 %)

Operating point 3
Intermittent operation: high volume flow, small ∆T

V̇ 8.20 m3/h ± 0.035 m3/h (± 0.425%)

Tin 70.1 ◦C ± 0.24 K

Tout 78.3 ◦C ± 0.26 K 67 kW ± 3.19 kW

ρf 1010 kg/m3 ± 5.83 kg/m3 (± 0.58%) (± 2.381%)

cf 3.88 kJ/kg·K ± 0.045 kJ/kg·K (± 1.15 %)

Operating point 4
Heating up: low volume flow, small ∆T

V̇ 3.43 m3/h ± 0.016 m3/h (± 0.425%)

Tin 60.4 ◦C ± 0.23 K

Tout 68.9 ◦C ± 0.24 K 32 kW ± 1.31 kW

ρf 1017 kg/m3 ± 5.87 kg/m3 (± 0.585%) (± 2.04%)

cf 3.85 kJ/kg·K ± 0.045 kJ/kg·K (± 1.15%)

σ = standard deviation

value ± 2σ is equal to a 95.45% confidence interval for a normal distribution
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4 Overview of the Dynamic Collector Array Test (D-CAT) method

4.1 Aim and scope

The aim of the project MeQuSo was to increase the planning reliability and quality assessment for
large solar thermal (LST) plants by developing an in-situ test procedure able to assess the thermal
performance of collector arrays under “real-world” conditions. The main achievement of the project is
the development of a proof of concept for a new collector array test method called D-CAT (Dynamic
Collector Array Test). The aim of the method is to characterize collector arrays in operation in a
quantitative way, with parameters describing the real collectors’ behavior in the field. These parameters
are the parameters of a physical model describing collector array operation, and are learned (estimated)
based on measurement data. D-CAT is performed in-situ, i.e. it is based on measurements taken
directly at the plant and not in the laboratory. Having in-situ collector parameter as the outcome of
the in-situ testing is the most general way to perform an in-situ test.

The D-CAT method addresses the challenge that the solar yield and collector array performance in
particular are affected by multiple influencing factors like design, components, operation, load and
environmental conditions (as explained in chapter 1.4). These factors have a combined effect on
system behavior; it is hard to disentangle them and to attribute observed system behavior to one
particular factor. The D-CAT method helps to disentangle the influencing factors by deriving in-situ
collector parameters which capture the current condition of the collectors and their actual, “real-world”
performance characteristics. Performance reductions that concern the collectors on a component level
(such as soiling, broken insulation, faulty foil tension etc.) are reflected in the estimated parameters.

For instance, heavily soiled collectors will have worse values for the optical parameters than clean
collectors. Collectors with broken insulation or faulty foil tension will have higher heat loss coefficients.
Great care is taken in order not to distort the collector characterization: This is approached by factoring
out those performance relevant factors which do not accrue to the collectors on a component level (e.g.
weather conditions, collector array geometry, hydraulic setup, etc.). D-CAT tries to clearly distinguish
between the performance of the deployed collectors (that the collectors were in the appropriate
condition when installed on-site and remain so after some time in operation) and the overall plant
performance (influenced by weather conditions, demand, control strategy, row spacing etc.). This is an
important step towards successful risk sharing in LST projects (see chapter 1.4 and figure 1, page 11).

4.2 Main features and characteristics

This is a summary of the main features and characteristics of the D-CAT method:

1) D-CAT can be run as a fully automated system test that returns an in-situ characterization of
collector arrays. The characterization is based on parameters that quantify the main physical
phenomena in collector arrays; the parameters describe a collector array as an “average”/typical
collector (not a selected single collector).

2) The method is applicable to collector array configurations and measurement setups typically
found in LST plants. The D-CAT method is based on a differential equation model for collector
arrays, applicable to typical configurations of LST plants. This model is used as in a grey box
approach, i.e. the model structure is combined with measured operating data of LST plants
to estimate the model parameters, numbers that characterize the collector array behavior in
terms of the “typical” collector. The D-CAT method has a similar physical modeling approach
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as the QDT procedure of ISO 9806 [10] for single collectors, but it extends the ISO model to
the specific conditions found in long collector rows and collector arrays.

3) The method is applicable to fully dynamic conditions that occur in normal plant operation.
There are no requirements to run special test sequences or heavily filter out data to only consider
“quasi-dynamic” system states as done in the QDT test (see chapter 2) since the D-CAT model
is capable of describing fully dynamic operating conditions, The plant control needs not be
adapted for the test, and no special test sequences need to be run. The experimental data used
for D-CAT are simply the operating data recorded during normal system operation

4) In the current state of development, the D-CAT method is limited to arrays with flat plate
collectors, which are the most common collector technology in LST plants; extensions to other
collector types are possible within the existing framework of the method.

5) The system boundaries of the collector array model are the entrance and exit to the collector
array. Collector array modeling puts emphasis on the most important influencing factors for
thermal performance, but avoids an over-detailed representation to facilitate the application of
the procedure.

6) D-CAT provides a standardized and traceable framework for data acquisition, data processing
and parameter estimation.

4.3 Use cases

The authors see the following use cases for the D-CAT method:

• Commissioning: Target/actual comparison with guaranteed thermal power output/yield. A
commissioning test for the collectors checks if their performance at the start of operation of the
plant meets the target values of the guaranteed thermal power output or yield based on data
sheet parameters or contracted specifications. The involved parties are the collector manufacturer
(as warrantor) and the plant designer or operator (as warrantee). An example is the “Guaranteed
power output method” [53] and “Guarantee of annual output” [43]. The D-CAT method can
both be used for thermal power output and yield guarantees.

• Surveillance (comparison over time): Detecting trends with repeated testing and building
systematic knowledge on collector performance over time. On-going surveillance is important
to detect faults, assure long-term performance, schedule maintenance measures and improve
operation. A comparison with the simulated performance helps to assess simulation models and
risks for future projects.

• Control: Parameterization of collector array models for improved control. Improved control
can lead to higher solar yield. Using in-situ parameterization of the collectors with the D-CAT
method instead of data sheet values allows a better modeling of the outlet temperature for
model-based/model-based predictive control.

• Testing at a different location (comparison for different locations): Transparent compar-
ison of collector arrays, building systematic knowledge on collector performance across different
collector types and arrays. Systematic evaluations can provide transparency on solar yields at
different locations, as evaluations for Denmark show [54]. Plant operators and designers get a
good insight into collector performance at different locations, array designs, or control strategies.
The reliability of the technology can be proven to decision makers and investors.
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4.4 System boundaries and measurement setup

The performance boundaries of the D-CAT method is the collector array without pipes as depicted in
figure 18. This part of the collector array is modeled with the parameterized collector array model
(core model), whose parameters are estimated by the procedure.

Figure 18: Performance boundaries.

The inputs of the core model are listed in table 7. Typically, not all of these inputs are actually
available as measurement data, i.e. captured by sensors at the respective location of the plant. To
overcome this difficulty, the D-CAT method uses a pre-simulation step to calculate these inputs based
on the available measurement data with auxiliary models for radiation, heat exchanger and pipes;
figure 19 explains this in a conceptual sketch. All combinations of measurement setups that allow
calculating the core model inputs (see table 7) are measurement setups to which the D-CAT method
can be applied. The typical measurement setup for commercial installations is marked in orange.
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Table 7: Inputs for collector array model (core model).

Input Description

Gb Beam radiation in collector plane

Gd Diffuse radiation in collector plane

Ċf Capacity flow in solar collectors circuit; calculated from volume

flow, fluid density and fluid heat capacity

Tin Collector array inlet temperature (after distribution pipes)

Tout Collector array outlet temperature (before distribution pipes)

Ta Ambient air temperature

Figure 19: Calculation of model inputs for different measurement points.

4.5 Building blocks

An overview of the method is given in figure 20. The main building blocks will be explained below.
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Configuration and data acquisition

The starting point of the test procedure is the collector array, which is to be evaluated. Possible
measurement setups are described in chapter 5.1. Apart from the measurement data, collector array
parameters are needed. After the collector array representation of the plant in the evaluation tool (see
chapter 5.2), the manual configuration is done and the D-CAT test procedure runs fully automatically
with the recorded raw data.

Data preparation

Data pre-processing to assure the data quality is described in chapter 5.3. Auxiliary models (see
chapter 7) are used to calculate the model inputs if they are not directly measured (e.g. beam and
diffuse irradiance if only the total tilted irradiance is measured) or if the measurement data needs
to be corrected (e.g. modeled average diffuse irradiance on the collectors if view obstructions are
significant instead of measured diffuse irradiance). The most elaborate transformation is the radiation
processor (see chapter 7.1)). Data filtering is applied to select valid data, i.e. periods where the model
is applicable (see chapter 6.6).

Parameter estimation

The core of the method is the parameter estimation procedure. In the first step, a set of optimal
intervals is selected automatically, where each interval makes a substantial contribution to determine
the model parameters (see chapter 8.2). These selected intervals are then used to estimate the model
parameters of the core model (D-CAT 2-N model, see chapter 6.5; D-CAT 1-N model, see chapter
6.4) as described in chapters 8.3 and 8.4.

Test outcome

The outcome of the test are collector parameter, which can be used for power output / yield calculation
or target/actual comparison for different use cases, as explained in chapter 9.
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5 Plant configuration and data preparation

The first steps in performing the test procedure is the measurement data acquisition, plant configuration
and data pre-processing.

5.1 Data acquisition

The D-CAT methods works with different measurement setups. The main characteristics of a
measurement setup are the measurands, position of the sensors and installation conditions, sensors
and their specifications, sampling rate and measurement period. Figure 21 shows the sensors and
their positions for the low precision (minimum) measurement setup; figure 22 shows the high precision
(ideal) measurement setup.

Figure 21: Low precision measurement setup.

Table 8 lists the characteristics for both setups. The FHW plant (see chapter 3) fulfills the criteria
for the high (ideal) measurement setup. Measurement setups can lie between these two extremes.

Solar thermal plants (and large scale plants in particular) meet apart from few exceptions the
minimum requirements regarding measurands, location and installation conditions of sensors, as these
are necessary for basic plant monitoring and control. If the heat is sold to a third party (e.g. a
district heating grid operator), the heat delivered by the collector array is oftentimes measured on
the secondary side. If the concentration or fluid properties of the solar circuit are not known with
reasonable accuracy, it might be better to measure on the secondary side. Refractometer measurements
of the concentration can have considerable uncertainty and data sheets indications of fluid properties
might be misleading. The most critical part is often the radiation measurement. Silicon cell sensors
have issues with temperature and spectral responses and soiling [55].Clamp-on metering of the volume
flow and temperature is not advised in general, as this can lead to a strong bias [11]. For a new plant,
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Figure 22: High precision measurement setup.

Table 8: Description of measurement setups.

Category Low setup (minimum) High setup (ideal)

Measurand,
position and
installation
condition

total radiation in collector plane, volume
flow in secondary circuit (with return and
flow temperature), fluid properties (den-
sity & heat capacity) from data sheet, re-
turn/flow temperature with thermowell at
heat exchanger, ambient temperature with
ventilation unit

total radiation in collector plane, beam ra-
diation (DNI) or diffuse radiation, volume
flow/mass flow in solar circuit, laboratory
test for fluid properties (density & heat ca-
pacity), return/flow temperature directly
at entrance of the array, ambient tempera-
ture with ventilation unit, horizontal wind
speed

Sensors typical sensors for routine measurements
in LST

comparable to ISO 9806 [10] recommenda-
tions

Sampling rate 1 minute 1 second (averaged to 10 seconds)

Measurement
period

4-5 days (depending on plant operation) 6 months (depending on plant operation)
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a pipe segment for the volume flow meter with a shut-off valve is easy to install if high-precision
measurements might be needed at a later stage. Some plants have sampling rates of 5 min., 15 min.
or even 1 h timesteps of data logging, but with modern data loggers and transmission technology,
higher sampling rate are becoming the standard.

Better measurement setups require radiation measurements with a pyranometer. Most important is
the measurement of the total radiation, but additional beam or diffuse measurements can significantly
increase the precision. Existing plants can easily be equipped with better radiation sensors, as this
does not interfere with the plant operation. Volume flow meters need to be compatible with the heat
transfer fluid. Ideally, the temperatures are measured directly in the fluid instead of using thermowells,
which reduces the response time. Averaging 1 s data to 10 s data is typically recommended because
of the time constant of sensors and random errors and better results for the parameter estimation.
A good guideline regarding installation conditions is provided by [15]. Checking the inclination of
radiation sensors, regular cleaning of the pyranometer domes and regular inspection of the sensors
and data logging is essential. It is also recommended to have a log book with relevant plant events
(e.g. fluid re-filling, replacement of collectors, stagnation events, etc.). A webcam can help to track
relevant plant events in hindsight.

The required measurement period depends on the variability of the operation conditions. For
a good estimation and distinction of the model parameter, a variation of the influencing factors
for the thermal power output is important. For the parameter estimation, 20 intervals with 1.5 h
length were the plant is operation are generally used (see chapter 8.2). For highly variable operating
conditions (return temperature, beam and diffuse radiation, etc.), these could be available in a 4-5
days measurement period. For some plant it might require up to 6 months from spring to autumn. In
most cases, the average measurement period will be within these two extremes.

Every measurement setup, even for high precision measurements, has to deal with the problem,
that the conditions can vary within an array and measurements at one location in the collector array
may not be representative for another location. For the tilted radiation measurement, additional
sensors in other spots of the collector array can be helpful, but this must be decided on a case-by-case
basis. For the collector array model, the averages of the measured values could be used. Shading
models (see chapter 7.1) are used to determine when internal shading occurs. Wind speed is not
used as an explanatory variable in the collector array model, as it varies too much within the array
and between a measurement in the collector plane and horizontally above the collectors. Wind speed
measurement are only needed to exclude operation conditions with too high wind speed for a better
estimation of the collector parameters. Ambient temperature measurements are less problematic, as
the ambient temperature changes slowly and varies little within an array (sensors should be ventilated
and not placed in the sun). Sensors should be placed at the location which is deemed to be most
representative of the plant. For example, radiation measurement should be done within the array and
not in the front row where there are additional reflections from the ground.

5.2 Plant configuration

With the plant configuration a “representation” of the plant in an evaluation tool is created. The
representation entails the measurement as times series of numeric values, their unit and additional
information relevant for data pre-processing and handling (e.g. sensor precision, allowed maximum gap
for data interpolation, etc.). It entails additional information of the plant which are not given by the
measurement data (e.g. size of the collector array, measurement setup, etc.) in a standardized way.
The plant configuration must be such that the D-CAT method runs automatically where the user just
chooses the characteristics of the evaluation, e.g. the measurement period. The plant configuration
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Table 9: Plant parameters.

Abbreviation Description

Geographical information

λ latitude
φ longitude
φst longitude of standard meridian
ASL sea level

Collector array

AG gross area
Drow row spacing
Hground height of collectors above ground
Lrow row length
Vf fluid volume
nfront number of front rows in collector array(s)
nback number of back rows in collector array(s)
β tilt angle of collectors
ζ ground tilt angle
γ azimuth
ρf (T ), cf (T ) fluid formulae for density and heat capacity

Single collector

AG,col gross area of collector
Hcol height
Lcol length
Wcol thickness

Radiation model
dsens distance of radiation sensor from collector plane
hsens position of sensor relative to top of collector
κsens external shadow angle

Heat exchanger model depending on model, see chapter 7

Pipe model depending on model, see chapter 7

method needs to be applicable to the typical hydraulic layouts and measurement setups.
Different valid measurement setups with their measured quantities are shown in chapter 5.1.

Additionally, information on external shading needs to be provided (see chapter 7.1). The necessary
parameters are listed in table 9. Note that only standard parameter are needed. Additional settings for
initial conditions for the parameter estimation are explained in chapter 6.8, for the radiation model in
chapter 7.1.

The D-CAT method was implemented in the software tool ADA (Advanced Data Analysis)
[56], which has been developed by AEE INTEC since around 3 years. The tool is based on MATLAB R©

and uses object-oriented programming. It contains modules for data import, data pre-processing,
calculations/algorithms, plots and data export. The method to represent plants was initially developed
in the project METHODIQA [57] [58] and was later extended. The representation of a plant is based
on a directed graph. A directed graph (or digraph) is a graph that is made up of a set of vertices
connected by edges, where the edges have a direction associated with them. The main vertices are
so-called blocks. Blocks contain structured information about a part of the plant or the measurement
setup, e.g. collector array, heat meter, radiation measurement, etc. A representation of the FHW
plant in the ADA tool is shown in figure 23.
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Figure 23: Representation of FHW plant (with main vertices) as a graph in ADA.

Blocks consist of raw datapoints, regularized datapoints, virtual datapoints, parameter and virtual
parameters:

• Raw datapoints represent a specific measured quantity (e.g. ambient temperature) with the
corresponding timestamps as recorded by the data logger or external sources. Raw datapoints
are objects (in the software sense) and contain additional information on the measured quantity,
e.g. its uncertainties, plausibility checks, maximal gap for interpolation, ignored ranges for the
data, etc.. A screenshot of the properties of is given in figure 24.

• Datapoints are similar to raw datapoints, but contain regularized values after automated checks.
These values are used for the algorithm calculations (together with virtual datapoints, parameter
and virtual parameter)

• Virtual datapoints represent a calculated quantity with the same time grid as datapoints (e.g.
fluid density)

• Parameters: represent a quantity which remain constant over the evaluation interval (e.g. gross
collector area)

• Virtual parameters: represent a calculated quantity which remains constant over the evaluation
interval (e.g. view factor of a pyranometer towards the sky)

Raw datapoints, regularized datapoints, virtual datapoints, parameter and virtual parameter
are also on the directed graph, connected to the blocks. Algorithms are assigned to blocks (e.g.
Block_CollectorField). For the calculation, an algorithm and a concrete block (e.g. collField_KBB, see
figure 23) are chosen. The algorithm searches the graph for all the (virtual) datapoints and (virtual)
parameters it requires for the calculation; it calculates them and stores the results in a cache. Virtual
datapoints and virtual parameters are ways to implement physical models in ADA. The following steps
are done to configure a plant in ADA, templates are available for all steps:
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Figure 24: Ambient temperature as an example of how RawDatapoints are implemented in ADA. Left:
command window view with clickable links. Right: properties of the RawDatapoint object.

1) Create new plant

2) Add blocks (e.g. Block_CollectorField) and link them to represent the plant’s hydraulics

3) Define datapoints by assigning data sources/raw data files using automated, pre-defined import
functions

4) Define block parameters (e.g. collector area)

5) (optional) Share parameters and datapoints among blocks

6) (optional) Define calibration corrections and sensors/measurement uncertainty for the datapoints

7) Define project regularization method and sampling interval

5.3 Data pre-processing

Once the plant configuration is done, the next step is the data pre-processing. Data pre-processing is
essential when working with data from real plants to assure plausible data. The following steps are
performed automatically

• Merge data from different sources for each raw datapoint. Data are ignored if they have an
invalid timestamp or there are multiple timestamps with different values

• Import data raw data and assign them to raw datapoints. Data must contain numeric values or
be classified as NaN (not a number)

• Exclude data with timestamps who are outside the evaluation interval or are ignored by manually
set ignored ranges (e.g. maintenance work)

• Apply calibration correction
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• Apply plausibility checks to raw data. Plausibility checks determine if measured quantities are
within physically plausible bounds (e.g. ambient temperature smaller than 50 ◦C). Unplausible
values are set to NaN.

• Apply plausibility check to parameter values (e.g. gross collector area must be larger than 0 m2)

• Regularization of data. Use a time grid with a defined sampling rate (e.g. 1 second), i.e.
t1, t2, t3, . . . of values, where ti+1 − ti is equal to the sampling rate for all i and interpolate or
take averages of data according to interpolation function, maximal allowed gap, etc.

• Unit conversion to the preferred unit of the datapoint

• Apply sensor checks (which operate on regularized values rather than raw data values), e.g.
check if the total radiation is close to zero during night time

• Average / concatenate data to the desired sampling for the parameter estimation (e.g. 10
seconds)

• Calculation of virtual parameter and virtual datapoints. Virtual datapoints also contain calcula-
tions by auxiliary models, e.g. the decomposition of the total irradiance in its beam and diffuse
part and calculation of the average irradiance on the collectors. After the calculation of the
virtual datapoints, the data inputs for the parameter estimation procedure are available.

• Calculate standard uncertainty for each datapoint and virtual datapoint. The standard uncer-
tainties depend on the datapoint values or calculation procedure and change over time. They
have the same time grid as datapoints and virtual data points.

• Store calculation of virtual parameter, virtual datapoints and standard uncertainties to avoid
potentially time-intensive recalculation

Although the procedure runs automatically, plots summarizing plant operation (e.g. daily yield,
efficiencies, input-output diagrams as described in chapter 2.4) can be helpful for intuitive assessment of
the data quality. After pre-processing, data are regularized and checked for basic plausibility. Following
this procedure, all used data are either valid numeric values or invalid for some reason and stored as
NaN.
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6 Collector array modeling

6.1 Grey box modeling approach

One of the central goals of the D-CAT collector array test is to assess the operation of large collector
arrays in a physically correct way. MeQuSo addressed this challenge by basing its analysis on a dynamic
collector array model that is deployed in a grey-box approach: The model combines engineering and
physical knowledge of collector arrays with the information contained in measurement data. The
physical knowledge is introduced in the form of differential equation terms that describe energy
transport and energy balances, and it can be formulated as a state-space model with given structure,
but unknown parameters (see chapter 8.3 for a formal problem statement of the parameter estimation
process).

In short, what we want is a dynamic physical model capable of describing the observed behavior of
collector arrays. The model parameters will then be learned or calibrated in an optimization procedure
in order to achieve a good fit between the modeled and the measured data such as the data collected
at the FHW plant.

Chapter 6 is structured as follows:

• Chapter 6.2 lists the orienting guidelines used for the MeQuSo model.

• The model development process is briefly explained in chapter 6.3 and 6.4.

• The final 2-N model is explained in chapter 6.5, its validity is discussed in chapter 6.6.

• The numerical mathematics used for model solution are in chapter 6.7.

• Chapter 6.8 explains how the model is initialized (prior to numerical model solution) and how
the parameters are initialized (prior to optimization).

Note: This chapter describes the collector array core model; it assumes the model predictor
quantities to be known and ready to use as model inputs. Some of these model predictors require
previous calculation using auxiliary models (refer to figure 19, page 42 for an overview): For instance,
it might be necessary to split measurements of total radiation into beam and diffuse radiation. In the
case of the FHW plant, beam and diffuse radiation were already measured separately; if only total
tilted radiation is available, a radiation decomposition model has to be applied first. Additionally,
the diffuse radiation to be used as model input may be used “as-is”, or again corrected by a physical
model described in chapter 7. Refer to chapter 7 for details about radiation modeling for the dynamic
collector array model.

6.2 Guidelines in model development

One of the core tasks for the in-situ collector array test is the development of a suitable data-based
model. To do so, a data-based physical modeling approach is chosen. Following the modeling-for-a-goal
principle, we will explain the guidelines that led us to the development of the D-CAT collector array
model.

• Model goal: Explicitly, the main goal of the D-CAT collector array model is to get precise model
parameter estimations. The parameters must have a straightforward physical interpretation,
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comparable to the parameters of the ISO 9806 [10] standard on which Solar Keymark and single
collector tests are based. The proposed method therefore follows a physical modeling approach
based on the quasi-dynamic test procedure of ISO 9806 [10], but extends and adapts the ISO
model to the boundary conditions and measurement setup of collector arrays. This mainly affects
the dynamic behavior of collector arrays, and solar radiation on collector arrays as model input;
both topics are addressed by suitable physical models.

• Dynamic system behavior: The D-CAT test should run passively, that is, it should make use
of measurement data taken from normal system operation, and not require running extra test
sequences in the tested collector array. This means that the model used for D-CAT must be
capable of explaining the collector array behavior under fully dynamic conditions. This includes a
sufficiently good fit under all relevant physical effects of collector arrays, as they were measured
in the FHW collector arrays. Also in terms of model calibration, it is crucial to include the full
system dynamics and not limit the evaluation to stationary or quasi-stationary system operation,
as that would result in a loss of information leading to reduced precision, bias and correlation in
the model parameters.

• Collector array as technical component: The desired test result is a characterization of the
collector array as a technical system component. This means that the characterization should be
as independent from weather conditions as possible, as independent from operating conditions as
possible and as independent from different measurement setups as long as the operation is within
the normal operating limits. The estimated model parameters should allow for straightforward
interpretation of the current condition of the collector array, that is: the parameters should have
physical interpretation. Black box models (e.g. [59]) are rejected for this reason. The ISO 9806
[10] fulfills this prerequisite to some extent for single collectors. The extension to collector arrays
developed in MeQuSo will be discussed in this chapter. The D-CAT model is required to be
applicable to flat-plate collectors only, although extensions are possible, and the D-CAT test
procedure could be applied to other collector types just as well.

• Simplicity and easy applicability: The collector array model should be applicable with as little
extra parameterization effort as possible to typical plant configurations. This distinguishes D-CAT
method as a grey-box approach from white-box modeling used in many simulation software,
where system behavior is described without taking measurement data of system operation into
account. In order to produce accurate results, white box models require considerable effort to
thoroughly define model input parameters, usually not available in practice. A parameterization
with typically available measurement data must be possible. Effects which improve the accuracy
of the outlet temperature or thermal power output only marginally, but require substantial
additional modeling effort are not considered. For this reason, the temperature- and flow
distribution within collectors among different collector rows and the hydraulic arrangement is
not considered [49]. Wind speed is not included in the model, as it is not possible to measure it
representatively for collector arrays.

• Shading: modeling external shading of beam radiation on large collector arrays requires
considerable effort in parameterization and system description and leads to unreliable results.
For regularly shaped arrays, the reduced irradiance for conditions where internal shading occurs
could be calculated according to auxiliary models (see chapter 7.1.2). Using conditions with
internal shading for the parameter estimation is possible, but not recommended as a general
rule, as it could add more uncertainty to the parameter estimation.
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Summary: Following these guidelines, the model development process in MeQuSo lead to a
dynamic system model named 2-N model. This model is based on models already proposed in
literature, e.g. [60] and [61]. In the MeQuSo project, the model was adapted to explain collector
array effects until no clear model deficiencies were left. Finally, in a validation process based on the
FHW measurement data, the 2-N model proved able to reproduce all relevant physical effects in good
fit. From the model’s perspective, this is important in order to obtain unbiased model parameters in
model calibration.

The 2-N model has good predictive power, being able to explain the system dynamics with a
small number of model parameters (9). One central goal of the D-CAT test is to learn these model
parameters in a data-driven approach. The model parameters are learned from measurement data in a
parameter estimation process based on a training process; this process is described in chapter 8.

6.3 QDT model

The model used in the current version of the ISO 9806 standard [10] actually is a dynamic solar
thermal collector grey-box model. It provides the following formula to model the specific power output
of a solar thermal collector (“QDT model”)

Q̇sp = F ′ (τα) (KbGb +KdGd)− a1

(
T − Ta

)
− a2

(
T − Ta

)2 − (mc)
dT

dt
(7)

The specific power output Q̇sp is calculated using the following simple formula; the fluid density
needs to be evaluated at the temperature of the location where the volume flow is measured, not at
the mean fluid temperature T

Q̇sp = V̇sp · ρf (T ) · cf (T ) · (Tout − Tin) (8)

The term “quasi-dynamic” refers to the fact the test method based on the QDT model requires
measurement data with reduced dynamics in the input data (see ISO 9806 standard for details). This
is an important difference in methodology compared to the D-CAT collector array model, which has
to accept fully dynamic data and does not require quasi-dynamic conditions. There are a number of
reasons why this model cannot readily be used for the D-CAT purposes of large collector arrays; these
reasons will be explained below.

Problems with QDT model for collector arrays

Thermal Power: In principle, the QDT model could be applied to collector arrays as well. Besides
being “quasi-dynamic” (reduced input dynamics), the model is unsuitable for collector arrays for another
important reason: The QDT model chooses the thermal power output as the explained variable. The
thermal power formulation implicitly assumes that the power output can be calculated instantaneously,
based on the difference between collector outlet and inlet temperatures with the current volume flow.

This, however, cannot be applied to collector arrays: The main reason is the travel time of the
heat transfer fluid in its transport between inlet and outlet of an array. For nominal volume flows, the
travel time of the FHW plant is in the range of 3 to 5 minutes, at nominal flow rate, more at reduced
pump rotation. The same is true for many large solar thermal arrays making use of flat-plate and also
other collector technologies. The fluid travel time results in a “time shift” between inlet and outlet,
and this is the reason why it does not make sense to compare inlet and outlet temperatures on an
instantaneous basis, which is implicitly done when thermal power output is calculated.
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Figure 25: Model parameters of the QDT model depend on the chosen averaging time: Quadratic
heat loss coefficient (a2, top) and heat capacity coefficient (a5, bottom) resulting from MLR
regression are plotted over the chosen averaging time (x axis).

Heat capacity: Using the QDT model, the measurement data are averaged over some time
period, typically around 5 minutes. Multiple linear regression (MLR) is then applied to estimate the
model parameters, providing a fast and simple estimation method. However, the averaging makes the
heat capacity, the (mc) term in the equation, hard to estimate because the heat capacity parameter
depends on the chosen averaging time (see figure 25). This, again, introduces a bias not only on the
heat capacity, but also on the other model parameters. The D-CAT model allows for a stable and
physically meaningful estimation of the heat capacity coefficient.

6.4 D-CAT 1-N model

In order to overcome the described deficiencies of the QDT model, an extension model has been
developed. This “1-node model” or 1-N model explicitly models the fluid transport along the main
flow direction of a collector array, resulting in a partial differential equation (PDE). Such models are
oftentimes used for control purposes [62]. The model involves one spatial variable, namely the main
flow direction, thus the short name 1-N model. This model does not involve calculation of a thermal
power output. Rather, the model explains the temperature along the flow direction of a collector array,
so the temperature depends on time t and flow position x.
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(mc)
∂T (x, t)

∂t
= F ′(τα)(KbGb +KdGd)− a1(T (x, t)− Ta)

−a2(T (x, t)− Ta)2 − Ċf
∂T (x, t)

∂x

(9)

The transport term ∂T (x, t)/∂x is driven by the capacity flow which is given by the following
equation3

Ċf = V̇sp · ρf (T ) · cf (T ) (10)

An interesting property of this 1-N model is the fact that it uses the same physical parameters
as the QDT model. This means that the estimated parameters of this model are comparable to the
data sheet parameters of solar collectors from e.g. Solar Keymark tests based on ISO 9806 [10]. Most
dynamic test procedures are based on comparable 1-node models [27].

For simplicity of nomenclature, the treatment of beam radiation in equation (9) is represented by
the parameter Kb. Actually, the beam radiation parameter is treated in the same way as in the ISO
9806 [10]; that is, the beam radiation enters the model as

Kb = 1− b0
(

1

cos (θcol)
− 1

)
(11)

with F ′(τα) and b0 being the unknown model parameters that have to be estimated from measurement
data.

The 1-N model accepts a wider range of input data, compared to the QDT model: The model
involves no thermal power calculation and thus does not require quasi-stationary input data. The 1-N
model describes how dynamic changes in the volume flow and inlet temperature are transported along
the collector array, using the transport term Ċf · ∂T (x, t)/∂x.

However, the 1-N model is not capable of accurately describing the collector array output tempera-
ture under fully dynamic conditions, see figure 26. Unphysical behavior of the modeled temperature
course reveals structural deficiencies that need to be overcome. The structural deficiencies would lead
to a bias in the estimated model parameters, and although the 1-N model is simpler than the 2-N
model (chapter 6.5 below) we do not recommend using the 1-N model for collector array evaluations
of fully dynamic operating conditions.

3Note that the fluid properties (density and heat capacity) need to be evaluated at the temperature T where the
volume flow is measured, not at the mean fluid temperature T
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Figure 26: Exemplary application of the 1-N model to a 1-hour interval of data from one of the
FHW collector arrays. While the modeled flow temperature roughly follows the measured temper-
ature (upmost subplot), the model output shows some clear structural deficiencies (e.g. around
9:30).

6.5 D-CAT 2-N model

The “2-node model” or 2-N model tries to overcome the structural deficiencies mentioned above for
the 1-N model. It describes the temperature of the solid or metal part of the collector array. Fluid
temperature Tf (x, t) and metal temperature Tm(x, t) are modeled as separate states, resulting in two
coupled equations

(mc)m
∂Tm(x, t)

∂t
= (τα) (KbGb +KdGd)− a1 (Tm(x, t)− Ta)− a2 (Tm(x, t)− Ta)2

−(α− α′V̇sp) (Tm(x, t)− Tf (x, t))

(12)

(mc)f
∂Tf (x, t)

∂t
= (α− α′V̇sp) (Tm(x, t)− Tf (x, t))− Ċf

∂Tf (x, t)

∂x
(13)

The fluid temperature Tf (x, t) depends directly on volume/capacity flow; the metal temperature
Tm(x, t) depends directly on weather conditions (radiation, ambient temperature) and only indirectly
on fluid flow. The 2-N model equations (12) and (13) are two separate partial differential equations,
linked by a term that describes the energy exchange between fluid and solid part, due to convection
and conduction, the term (α− α′V̇sp) (Tm(x, t)− Tf (x, t)).

The convective heat transfer between solid and fluid is described in the 2-N model by the parameters
α and α′. α can be interpreted as the lumped convective-conductive heat transfer between fluid and
metal, at nominal volume flow. This heat transfer is volume-flow dependent, and the parameter α′
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Figure 27: Volume flow dependence of the convective heat transfer coefficient α on volume flow
through a collector array. A simple linear correction model has been used in the present D-CAT 2-N
model.

takes into account that heat transfer is lower at lower volume flows, as shown in figure 27. The
convective heat transfer depends on the Reynolds number in the collectors’ absorber pipes. To keep
things simple, the Reynolds number is approximated by volume flow, in the 2-N model equations
12 and 13. A simple linear correction model is used to incorporate the volume flow dependence.
The volume flow correction term V̇sp is the specific volume flow in the collector array, not in the
absorber pipe. While it’s the absorber pipe volume flow which is responsible for the local heat transfer
from metal to fluid, local and total collector array volume flow are essentially linked by a constant,
and this constant is included in the estimated parameter α′. The heat transfer coefficient α is also
temperature-dependent; implementing a temperature correction of α might also improve the model fit,
but would come at the expense of one more model parameter, and we found that the volume flow
dependence dominates the temperature dependence. This is why the metal-to-fluid heat transfer is
corrected for volume flow dependence, but not for temperature dependence.

The same simplification in nomenclature already used in the 1-N model, equation (9), is used here
in equation (12). In verbose notation, Kb, the IAM for beam radiation, is modeled by parameter b0

Kb = 1− b0
(

1

cos (θ)
− 1

)
(14)

This means that the beam radiation Gb is modeled by the two unknown parameters (τα) and b0
which need to be estimated from measurement data. More complex IAM models, using an exponent
different from 1 for the incidence angle dependent term in the parenthesis are available, see e.g. [63],
but these models have not been used mainly for two reasons: (1) They introduce another parameter
to the model, and the model would not be linear in the parameters anymore. (2) The incidence
angle modeling approach used here is the same as the one used in the ISO 9806 [10]. Two node and
multi-node models have been used in test procedures (e.g [64] [65] [66] [67]).

The beam radiation Gb and diffuse radiation Gd used in equation (12) can either be measured
or modeled. Note that testing according to ISO 9806 [10] requires that no shadow is to cast on the
collector and no significant view obstructions or reflections from surrounding buildings and surfaces
shall affect the collector. The beam radiation Gb and diffuse radiation Gd used in equation (7)
are therefore the same along the collector height and measurements at the top of the collector are
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Figure 28: Histogram of wind speeds at the site of the FHW plant in Graz for the year 2018. Wind
speeds are consistently in a very low range with practically no high wind speed data available at the
FHW site; the same is true for the other two measured years, 2017 and 2019.

representative for the average irradiance on the collector. If view obstructions and reflections are
significant, the diffuse radiation Gd in equation (12) might be corrected with radiation modeling that
accounts for these effects (see chapter 7.1). The same applies to equation (9) for the 1-N model.

More complex models might include terms such as energy losses due to wind or radiative energy
losses to the sky. Both terms have been neglected in the present study for the following reasons:
Wind speeds were consistently low at the site of the FHW plant in Graz, where the measurement data
have been collected. Practically no wind speeds > 3 m/s were available in the measurement data, as
becomes apparent from figure 28. Together with the fact that all tested collectors are double-glazed
flat plate collectors known to have low wind-dependence, we decided not to take the wind term into
account. Radiative energy losses are known to be small for double-glazed collectors and have thus also
not been taken into account for the D-CAT 2-N collector array model.

Model parameter description

Table 10 gives an overview of the parameters used in the D-CAT 2-N model4. These parameters shall
be estimated by measurement data as will be described in chapter 8. Table 10 also holds a short
description on how each parameter is typically affected by long term field operation of a collector array.

The authors would like to stress that the D-CAT based on the 2-N model allows characterization
of collector arrays as a technical component, clearly separating collector parameters from the weather
conditions in the test data. To a large extent, the results are also independent from the fact that
operating conditions deviate from design conditions (such as temporarily higher system operating
temperatures).

In simple terms, if the operating temperatures changes (e.g. due to some external boundary
condition outside the scope of the collector manufacturer) or irradiance levels change (“year with
bad weather”), the collector array parameters do not change: The parameters keep being a good
representation of the collector array as a technical component. On the other hand, if the collectors (as
a component) change (e.g. soiling, wet insulation, degraded heat transfer inside the collector etc.),
this change will be reflected in the model parameters. In this way, the D-CAT collector array test
represents a neutral and detailed characterization of a collector array as a technical component, largely
independent from external conditions.

4For the sake of simplicity, the model equations are re-written here in simplified syntax, omitting the explicit space
and time dependence, i.e.: Tm is equivalent to Tm(x, t).
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Table 10: Overview of the parameters used in the D-CAT 2-N model, equations (12) and (13).

Parameter Parameter description Notes Typical value Physical unit

(mc)m Heat capacity of the solid
part of the collector array

Estimation is not degraded by
taking time averages. Total heat
capacity includes (mc)m and
(mc)f

2500 J
m2K

(mc)f Heat capacity of the
collector heat transfer fluid

Known by measurement of heat
transfer fluid, or estimated by data

4000 J
m2K

(τα) Zero loss coefficient May decrease over time due to
material degradation. Not the
same as F ′(τα) in ISO 9806 [10];
here, F ′ is modeled by α and α′

0.8 —

b0 Incidence angle modifier Degrades with dirt depositing on
collector cover in field operation

0.15 —

Kd Incidence angle correction
for diffuse radiation

May degrade in the same way as
b0

0.93 —

a1 Heat transmission
coefficient

Refer to solid temperature, not
fluid temperature (like in ISO
9806 [10])

2.5 W
m2K

a2 Temperature dependence of
heat transmission
coefficient

Same note as for a1 0.01 W
m2K2

α Convective heat transfer
coefficient between Tm and
Tf

Described in a lumped way as F ′

in the 1-N model
60 W

m2K

α′ Volume flow dependence of
the convective heat transfer

Just like α, does not degrade with
dirt deposits on the collector cover

4 Ws
m3K

6.6 Model validity

The 2-N model models the temperature in fluid and metal part of a collector row as a one-dimensional
transport phenomenon; in other words, fluid and metal temperatures are modeled as a set of distributed
states along the main fluid direction. x = 0 is the point where the heat transfer fluid enters the
collector array and where Tin is assumed to be known. At x = 1, the fluid exits the collector array,
and Tout is assumed to be known. In case these temperatures are not directly available, the 2-N model
can be combined with a standard heat exchanger model (see chapter 7.3) and/or pipe model (see
chapter 7.2) to model the piping between collector array and heating central.

All more detailed effects that take place within collectors are not modeled; this is a model
simplification. Due to the hydraulic construction of large-scale harp or meander collectors (see figure
29), the fluid travel time through a solar collector is not a deterministic number. For instance, the
travel time is different for each absorber pipe of a harp collector, so there is no such thing as a
deterministic travel time. In the model, equation (13), the fluid transport in a collector row is assumed
to be deterministic and is approximated by the mean volume flow in all absorber pipes, the total
volume flow.
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Figure 29: Schematic drawings of hydraulic setup of large-area harp collector (left) and exemplary
collector array using harp collectors (right) [49]. The exact dimensions are not important here and
are just exemplary values.

Also higher-level hydraulic effects are not taken into account by the 2-N model. In fact, the object
modeled by equations 12 and 13 is a collector row. Applying it as a collector array model is equivalent
to assuming that all collector rows of the array get exactly the same volume flow, and that the travel
times through the collector rows are not necessarily the same. In other words, the model ignores the
internal piping in collector arrays, and the model assumes that the volume flow distribution in the
array is homogeneous. This is usually a valid assumption for LST plants, either because balancing
valves are used or because the hydraulic setup is favorable. The exact conditions under which it is
reasonable to assume homogeneous flow distribution in collector arrays are described in detail in [68].

The hydraulic effects described here are illustrated in figure 30 under dynamic volume flow and
temperature conditions. The collector row outlet temperatures reveal that the travel times through
the rows differ slightly, and that the volume flows are not perfectly homogeneous (different outlet
temperature levels).

On one hand, this design is a model simplification. On the other hand, explicitly modeling the
collector array piping would considerably increase the burden associated with using the model. Ignoring
collector array piping makes the model easier and more straightforward to be used in the framework of
a general collector array test like the D-CAT test.

As becomes clear from looking at figure 31, the 2-N better describes the measured flow temperature,
compared to the 1-N model. A fundamental version of the 2-N model has been proposed in [60] and
[61] and has been further extended in the MeQuSo project. This D-CAT 2-N model is capable of
explaining the dynamic behavior of large collector arrays over a very wide range of operation modes.
As will be explained in subsequent chapters, the 2-N model can be solved numerically in an efficient
way, and we recommend using this model for the purposes of dynamic collector array evaluation,
optimization and testing.
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Figure 30: Comparison of collector row outlet temperatures and the mixed collector array outlet
temperature. For one of the FHW collector arrays consisting of four collector rows, the four collec-
tor row outlet temperatures are plotted in the top subplot (dotted lines). The solid line is the array
outlet temperature, measured after the four collector row mass flows are mixed; this is the tempera-
ture modeled by the D-CAT 2-N model. The subplot in the middle depicts the total collector array
volume flow that results in fluctuating return temperatures. For less dynamic operating conditions,
the travel time differences among the collector rows are much less significant.

Figure 31: Exemplary application of the 2-N model to the same collector array and the same 1-hour
interval as in figure 26. Apparently, the 2-N model (with 100 numeric discretization compartments
in flow direction) does not show the same structural deficiencies as the 1-N model and is capable of
an accurate enough description of the flow temperature.
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The 2-N model used for the D-CAT test describes the temperature of a collector array during
operation (collector array pump on, volume flow > 0), that is, the output temperature and the
temperatures within the collector array as so-called “hidden states”.

• During operation, the outlet temperature sensor measures the mixed fluid temperature of
several rows of collectors.

• During night time with no volume flow, however, the same temperature sensor measures the
temperature in the pipe itself and does not represent the collector array temperature. In other
words, due to practical measurement restrictions, the collector array model cannot be used at
night time or at all times with zero volume flow.

The described scope of model validity naturally separates the measurement data into chunks of
usable and not usable data. Figure 32 shows a graphical representation of the domain of validity
for the D-CAT 2-N model.

Figure 32: Domain of model validity for the D-CAT 2-N model: The requirements are that there
is no shading on the tested collector array, and that the pump has been in operation for at least 5
min. All other dynamics (in radiation, volume flow and inlet temperature) are accepted.

Apart from the condition that the collector array volume flow be > 0, collector arrays are required
to be unshaded, be it external shading (e.g. from trees or buildings) or internal shading (from other
collector rows).

• Internal shading could be handled easily by a geometric radiation model, but this would
introduce significant uncertainty due to practical accuracy limitations (e.g. row distances in the
field).
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Figure 33: Internal and external shading of FHW plant. The core area labelled “no shading” marks
the data intervals that can be used with the D-CAT method for data selection and parameter
estimation of the FHW collector arrays.

• External shading is very hard to model exactly and would introduce a non-negligible bias into
the parameters.

The combination of external shading and internal shading is shown in figure 33. For the whole
year, there are 1,348 hours without internal and external shading. As can be seen, potential hours for
the evaluation can be substantially reduced by shading, especially for collector arrays with narrow row
spacing as is the case for the FHW plant. Using conditions with internal shading for the parameter
estimation is possible (as in the ICFT method, see chapter 2.3, page 18), but it is not recommended
as a general rule: While the effect of partial shading on collector outlet temperature is small up to
approx. 30% of shading, the amount of shading is hard to determine exactly in practical collector
fields, due to variations in row spacing, tilt angle etc. The uncertainty that would be introduced into
the collector array parameters by taking into account partially shaded operating hours is deemed to be
more severe than the advantage of having more data. Additional investigations would be necessary
to achieve a final answer to the question if partially shaded data should be taken into account for
parameter estimation, up to some limit of e.g. 20% or 30%.

Based on this reasoning, we defined the model validity to include only conditions where there is
no shading, and the pump has been running for at least 5 min. The collector array output temperature
is measured in a collecting pipe, carrying the mixed heat transfer fluid from several collector rows.
Heat losses along the collecting pipes are negligibly small, but capacitive effects are not. Therefore,
the goal of the minimum pump operation time constraint is to reduce thermal capacitance effects
in the collecting pipes.

• Another goal is to make sure all collector rows reached stable volume flows after the pump
switches on, and that the heat transfer fluid, coming from several collector rows, has enough time
to mix before it reaches the temperature sensor. In this way, the measured outlet temperature
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measured in the collecting pipe is a reliable representation of the true collector array outlet
temperature.

• Following our experiences with the D-CAT method, this 5-minutes minimum operation time
constraint could possibly be relaxed to 1 or 2 minutes, but the results shown in this report all
use a 5-mintues constraint.

All other features in the measurement data are accepted in an unrestricted way. In particular, the
full dynamic behavior of radiation, volume flow and flow and return temperatures is accepted for
the D-CAT collector array test.

With the D-CAT 2-N model, we have at hand a nonlinear coupled PDE model. In the authors’
opinion, this is a parsimonious model in that it describes the dynamic behavior of a collector array
accurately enough for our purposes, allowing for a wide range of data, and it still comes with a
relatively small number of model parameters (9 instead of 6 for the 1-N model). These 9 parameters
are lumped, that is: Each model parameter has 1 value that represents the whole collector array. This
can be interpreted as the “typical” collector that best represents the collector array.

6.7 Numerical model solution

The D-CAT 2-N model consists of two coupled partial differential equations, nonlinear in states (linear
in Tf , nonlinear in Tm), linear in the parameters. The model requires beam and diffuse radiation to
be given as separate inputs. In the common case that only total tilted radiation is available from
measurement, a radiation model has to be applied to calculate beam and diffuse radiation as separate
model inputs. This issue is with in chapter 7.1 about radiation modeling.

The numerical model solution procedure has been implemented in MATLAB R©. The basic approach
to the numeric solution is the method of lines; for reference, see [69] for instance. Following the
method of lines, the spatial derivatives of model equation (13) are discretized, giving rise to a system
of ordinary differential equations (ODEs), so the model can be formulated as a state-space model (see
chapter 8.3).

The spatial discretization has to take the modeled transport effect into account, thus a backward
finite difference scheme for the first derivative ∂Tf (x, t)/∂x has to be used – central difference schemes
would be numerically unstable for this 1-dimensional transport problem. We used a second order
accuracy backward difference scheme which performed well.

The spatial grid is uniform along the flow direction, except for a small uniform part near the inlet
of the collector array, where the measured return temperature is available as spatial boundary condition
at x = 0 (see figure 34). Here, an auxiliary node is added in order to account for the fact that the inlet
temperature is constant until entering the collector array. A similar reasoning is used at the collector
outlet: The measurement equation of the state-space formulation consists of a linear extrapolation of
the modeled fluid temperature to the point where the temperature was measured in the collector array.

The number of equations in the state-space model depends on the chosen number of numeric
discretization compartments. For the FHW collector arrays, model results depended on the number of
compartments up to a number of 50 to 100. Since the model solution time only very slightly depends
on the number of compartments, 100 compartments have been used throughout the analysis in the
MeQuSo project.

The 2-N model, formulated as a nonlinear state-space model, was solved using a traditional
MATLAB R© stiff solver (we tried ode23s and ode23tb, finding that the latter is faster and good
enough). The numeric solution process benefits from the fact that the D-CAT 2-N model has an
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Figure 34: Uniform spatial grid along the collector array main flow direction, represented by the x
axis (0 = collector array inlet, 1 = collector array outlet). Note the non-uniform grid at inlet and
outlet of collector array.

analytic Jacobian. The Jacobian depends on both the states (the metal temperatures only) and the
model parameters, so it has to be updated in each optimization run and during iterative ODE solution.
The stiff behavior is due to the different time scales of the involved physical effects, with fast-changing
dynamics being present mainly in radiation, volume flow and inlet temperature. Gradients within the
collector array (represented by the hidden fluid temperature states) are depicted in figure 35.

6.8 Model and parameter initialization

Model Initialization

At time t = 0 of a simulated time interval, only measured inlet and outlet temperatures are known,
but the hidden states are unknown and thus need to be initialized to some value. Initialization
becomes necessary since we do not require measurement data to be quasi-dynamic. The model
states are initialized assuming steady-state conditions (temporal derivatives assumed to be zero).
This results in an initialization error which decreases over time, as other model effects dominate.
Following [70], the time constant of water-driven solar thermal collectors at a specific mass flow
range of approx. 10 kg/m2h (typical range for FHW) is in the range of 15 minutes. Based on this,
a “pre-simulation” time of 30 minutes (twice the time constant) has been chosen for the MeQuSo
approach. This approach should ensure a small model initialization error.

Parameter Initialization

For all flat-plate collector types evaluated during the MeQuSo project, data sheets based on the ISO
9806 standard [10] / Solar Keymark were available. These data sheet values for single collectors
were used to calculate a-priori estimations of the model parameters. Table 11 describes, for each
parameter of the D-CAT 2-N model, the procedure used to calculate initial parameter values used
in the parameter estimation process. This parameter estimation process and the optimization are
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Figure 35: Visual representation of the fluid temperatures (hidden states) along the main flow
direction of a collector array, from inlet temperature (bottom) to outlet temperature (top)

described in chapter 8.
What follows is an outline to estimate an initial value for parameter α based on the collector

array measurements inlet and outlet temperatures Tin, Tout and capacity flow Ċf (needed anyway for
parameter estimation) and the collector efficiency factor F ′. The calculation is based on the collector
heat removal factor FR (see chapter 6 in [14]).

Tf = 0.5 (Tout + Tin)

UL = a1 + a2 (Tf − Ta)

c =
Ċf
UL

FR = c ·
[
1− exp

(
F ′

c

)]
(15)

Q̇sp = Ċf (Tout − Tin)

Tm = Tin + Q̇ · 1− FR
UL · FR

α =
Q̇sp

Tm − Tf

This final value for alpha can be used as an estimate for the model parameter α. The calculation
can be done on an instantaneous calculation basis, that is, for each single measurement. Figure 36
shows the distribution of all α values calculated in this way for one of the FHW collector arrays for
the year 2018.
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Table 11: Model parameter initialization approaches for the D-CAT 2-N model.

Parameter Initialization

(mc)m The data sheet has an estimate of the total collector heat capacity.
Subtracting the fluid heat capacity yields a simple estimate for the solid
part heat capacity.

(mc)f For the FHW plant, the fluid properties density and heat capacity were
determined in the lab, see chapter 3.2.3. At least a good estimate of
these fluid properties is usually available. The collector array fluid volume
Vf can be estimated based on the fluid volume of a single collector which
is usually known from the data sheet.

(τα) The collector data sheet has a value for the parameter F ′(τα). To
calculate (τα) from this data sheet value, divide F ′(τα) by the collector
efficiency factor. The collector efficiency factor F ′ is either available
from the collector manufacturer, or it can be estimated based on collector
geometry using well-known collector formulae in Duffie & Beckman [14].
Typical F ′ values for the collectors under consideration in MeQuSo are
around 0.95.

b0 Data sheet value can be used directly.

Kd Data sheet value can be used directly.

a1 Can be calculated from data sheet value in much the same way is
estimated from taking into account see above.

a2 Same as a1

α See detailed description below this table.

α’ Can be estimated directly by plotting data, see figure 27.
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Figure 36: Histogram of α, the convective heat transfer coefficient between metal and fluid part in
the D-CAT 2-N model, calculated using the calculation drafted above.

The distribution is basically a consequence of volume flow and temperature of the heat transfer
fluid. The bimodal nature of the distribution is a consequence of the fact that the collector array is
typically either used at full volume flow (α values around 51) or with the pump running at lowest
rotation speed (α values around 45). This distribution is accounted for in the D-CAT 2-N model by a
volume flow dependent correction of α.
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7 Auxiliary models

The D-CAT method uses a defined set of input variables and parameters to model the collector
array outlet temperature (see chapter 6.5). Depending on the measurement setup of the plant, input
variables may not be given directly as measurement data from sensors, but may only be derived from
measurement data by additional modeling. This can be case if the measurands do not exist (e.g. only
the total tilted radiation is measured, but not the beam and diffuse parts separately) or measured are
located elsewhere (e.g. temperature measurements before long transmission lines, not at the entrance
of the array, volume flow measurement on secondary side instead of primary side). Another problem
is the measurement representativity problem. A measure might be available, e.g. beam and diffuse
irradiance in the collector array, but this might not be representative for irradiance the collectors
actually get, as lower parts of the collectors receive less irradiance than the spot where the radiation is
measured (see chapter 2.1).

Models which transform measurement data to input variables are called “auxiliary models”. These
models are then used for a pre-simulation step, which transforms a time series of measurement data
to a time series of input variables. Figure 20 (page 43) gives an overview how different measured
variables are transformed to model input variables. The use of auxiliary models makes the D-CAT
method applicable to broad range of measurement setups. In this chapter, the basic equations to
calculate the capacity flow, radiation modeling, heat exchanger modeling and pipe heat loss modeling
are explained. The modeling in the MeQuSo project was focused on the collector array and for heat
exchanger and pipe heat loss modeling, no additional models were developed. An innovative radiation
model, which was the developed in the project CollFieldEff+ (FFG project no.: 854735) was used,
which will be described briefly in this chapter and in more detail in a forthcoming publication. Note
that the D-CAT method is compatible with different radiation, heat exchanger and pipe loss models.
In general, modeling approaches should depend their suitability of a particular plant and the trade-off
between modeling accuracy and effort.

7.1 Radiation models

7.1.1 Overview

The D-CAT model for the collector outlet temperature as described in chapter 6.5 requires the beam
and diffuse tilted irradiance as input variables. External shading by surrounding buildings or trees and
internal shading by modules placed in anterior rows, can lead to a non-uniform distribution of the
beam irradiance in the array (see figure 37, left). Due to view obstructions and reflections, the diffuse
irradiance distribution can also be non-uniform. For modules within an array, lower parts typically
receive less irradiance, as the sky view is obstructed by modules placed in anterior rows. A pyranometer
placed on top of the collector typically overestimates the irradiance on the collectors, because it is
not affected by internal shading and the sky view is not obstructed (see figure 37, right). If these
effects are significant, radiation modeling should be used to calculate the average beam and diffuse
irradiance on the collectors. More detailed models and the average beam and diffuse irradiance are
not recommend as explained in chapter 2.5.

The procedure to model the average beam and diffuse irradiance depends on the measurement
setup. Figure 38 shows which models is applied for which setup. The measurement of the total
tilted irradiance (case A) is the typical measurement setup for commercial applications. Case B is
the measurement setup at FHW plant (with case D das additional redundant measurements). For
measurement setups B and D, the beam radiation is available. It does not matter whether the beam
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(a) Internal shading at FHW (b) Pyranometer on top of collector

Figure 37: Example of internal shading at the FHW plant and irradiance reductions (left) compared to
a pyranometer placed on top of a collector row (right) lead to non-uniform irradiance distribution.

radiation is measured on the horizontal or titled surface (with two pyranometer as the difference of
total radiation minus diffuse) or at normal incidence with a pyrheliometer as it is the case with the
FHW plant, as conversion of these measurements are only a matter of geometry. All measurement
setups use a tilted collector model (TCM) to calculate the average beam and diffuse irradiance
on the collectors based on the horizontal beam and diffuse values (see 7.2.5). If these radiations
are not measured (case A, B, C), additional models are applied to calculate them. The radiation
decomposition model (RDM) splits global horizontal radiation in its beam and diffuse part (see
7.2.5). The tilted sensor model (TSM) is a sub-model of the titled collector model and calculates
beam and diffuse titled radiation for a defined spot (where the sensor is located) in the collector array
(see 7.2.5). An innovative approach of the D-CAT method is to use RDM + TSM (case A) and
TSM (case B) and inversely by solving the model for the horizontal beam and diffuse irradiance which
matches the tilted measurement.

7.1.2 Internal and external shading of beam irradiance

Data where external shading occurs is excluded from the analysis. For each timestamp of the
measurement data a logical mask (external shading true/false) is needed. Such logical masks can be
calculated from shading diagram calculations, radiation modeling tools or rules of thumb depending
on the geometry and surroundings of the collector array and the trade-off between modeling effort and
accuracy. An example is the determination of external shading conditions for the FHW plant described
in chapter 3.3. The D-CAT method does not prescribe a certain method per se to retrieve the logical
mask.

Internal shading calculations for regularly shaped arrays, i.e. collector rows with the same length
and collector sizes, tilt, row spacing and azimuth as depicted in figure 39, is a matter of geometry.
Formulas to calculate the shading height Hs and length of the shadow Ls for collector arrays conditional
on collector height Hcol, row length Lrow, collector tilt β, row spacing Drow and azimuth γ can be
found in [71]. Extension for rows with different slopes and tracked collectors can be found in [42].
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Figure 38: Overview radiation modeling.

The shaded share for a row is then

S =
Ls
Lrow

· Hs

Hcol
(16)

This formula can be applied to multiple collector arrays where each array is regularly shaped. For
n collector arrays with a total collector area of A, where array i has a tilted beam irradiance of GbT,i,
ki rows (one front row and ki− 1 back rows), shaded share Si and total collector area Ai, the average
beam irradiance can be calculated as follows

GbT,avg =

n∑
i=1

Ai
A

[
1

ki
·GbT,i +

ki − 1

ki
· (1− Si) ·GbT,i

]
(17)

Results for the FHW plant are displayed in figure 40. Days with no internal shading are between
23rd of March and 23rd of September, exactly six months in total. Total hours without external shading
amount to 1,693 h h per year.

7.1.3 Radiation Decomposition Model (RDM)

The aim of radiation decomposition models is to split the total horizontal (global) irradiance in its
beam and diffuse part. Most models calculate the diffuse share as function of the clearness index
kT , the ratio between the horizontal irradiance G and extraterrestrial irradiance Go. With increasing
atmospheric clearness, this index approaches unity. Formulas to calculate the and extraterrestrial
irradiance with ± 0.01% accuracy by Spencer (1971) can be found in [14] (equation 1.4.1 b).

kT =
GH
G0

(18)
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Figure 39: Internal shading calculation [71].

Figure 40: Internal shading of the FHW plant.
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A popular model to calculate the diffuse share is the Erbs correlation [72]

E(GH) =
GdH
GH

=


1.0− 0.09 kT kT ≤ 0.22

0.9511− 0.1604 kT + 4.388 k2
T

−16.638 k3
T + 12.336 k4

T 0.22 < kT ≤ 0.8

0.165 kT > 0.8

(19)

A plot of the Erbs correlation is shown in figure 41. Other models are from Orgill and Hollands
[73], Reindl et al. [74] and Skartveit et al. [75]. An comprehensive model comparison can be found
in [76]. More advanced models like Skartveit et al. which take into account drifting clouds by using
values of following and preceding time steps can be difficult to solve backward (case A in figure 38).

Figure 41: Erbs correlation.

7.1.4 Horizontal plane to tilted surface irradiance models

The calculation of the total irradiation on tilted surfaces is a common topic in radiation modeling,
as climate stations typically only measure global radiation. Models differ on how they treat the
distribution of the diffuse radiation over the sky dome, which is a function of cloudiness conditions and
atmospheric clarity. The distribution over the sky dome consists of an isotropic part which is uniformly
distributed over the entire sky dome. The second part is the circumsolar diffuse, which is concentrated
around the sun disk, resulting from forward scattering of solar radiation. The third part is referred to
as horizon brightening, which is most pronounced in clear skies. It is concentrated near the horizon.
Models considering circumsolar diffuse and/or horizon brightening are called anisotropic models [14].
A popular anisotropic model is by Hay-and-Davies [77]

GT = (GbH +GdH ·Ai) Rb +GdH · (1−Ai) · Fc−s +GH · ρg · Fc−g (20)

The anisotropy index Ai determines the fraction of the horizontal diffuse which is to be treated as
forward scattered (circumsolar diffuse). The Hay-and-Davies model considers this radiation part to
be incident at the same angle as the beam radiation. The factor Rb is the ratio between the beam
radiation on the horizontal and the tilted surface. It is function of the sun position, leading to incidence
angle θz on the horizontal surface and the tilt and azimuth of the tilted surface, leading to incidence
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angle θcol

Rb =
GbT
GbH

=
cos (θcol)

cos (θz)
(21)

The view factor of the collector towards the sky Fc−s discounts part of the sky dome which cannot
be seen from the tilted surface

Fc−s =
1 + cos (β)

2
(22)

The radiation from the ground is calculated by the radiation received from ground with view factor
Fc−g where the incident radiation on the ground G is assumed to be reflected equally in for every
solid angle with reflectance coefficient ρg

Fc−g =
1− cos (β)

2
(23)

If we set Ai = 0, we have the isotropic model. The Hay-and-Davies does not account for horizon
brightening. Models which include horizon brightening were developed by Perez et al. [78], [79] and
[80]. Anisotropic models typically have lower prediction errors and the isotropic models [81]. As
the Hay-and-Davies model and Perez model often have similar results [82], the D-CAT method uses
the Hay-and-Davies model as its standard model, as it is computationally easier, especially for the
backward application.

7.1.5 Tilted sensor model (TSM) and tilted collector model (TCM)

The models described in chapter 7.1.4 are useful to calculate the irradiance on the front row of a
collector array, where the view factor of the collector towards the sky and towards the ground is
the same for each segment along the collector height. For collectors within an array the situation is
different:

• Collectors receive less diffuse radiation from the sky, because the sky view is obstructed. Lower
parts are more affected than upper parts.

• Collectors receive less diffuse radiation from the ground, because the ground b factor is smaller.

• The ground receives less radiation from the sky, due to ground shading and a smaller sky view
factor diminishing the diffuse radiation.

• The collector receives additional radiation from the backside of the collector placed in front.
This effect is typically very small and is neglected

A simplified version is used in the D-CAT method and presented below. The basic approach of
the model is to split the collector and ground in segments and calculate the incident radiation based
on individual view factors for each segment. Figure 42 shows a division in 20 collector segments
(C1 to C20) and 20 ground segments (G1 to G20) of equal length.

The number of segments can be chosen according to the needed precision. The model assumes
that the length of the collector row is much larger than the height, i.e. the collector row is of infinite
length. This allows to a two-dimensional representation of the array and the calculation of the view
factor between two surfaces according the “Hottel’s crossed-string rule” [31]. The model uses the
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Figure 42: Radiation model with visualization of the discretization segments.

parameter collector tilt β , collector height h, row spacing c, height above ground a, azimuth γ and
ground inclination ζ (in the same direction as the azimuth) as inputs. Additionally, a horizon view
obstruction angle can be defined for external view obstructions. The reduction of the view factor along
the collector height depends on the collector array geometry. Figure 43 shows the reduction of the sky
view factor along the collector height from the top to bottom of the collector for 3 m and 6 m row
spacing and 30◦ , 45◦ and 60◦ collector tilt angle with no view obstruction from the horizon.

If the horizon view obstruction angle is considered, then the upper parts of the collectors receive
the same irradiance, as the dashed lines in figure 44 indicate, and then merge. The row spacing 3 m,
collector tilt 30◦ and horizon view obstruction angle 7◦ (blue dashed line on the left) corresponds to
the situation in the middle of the FHW plant. The sky view factor for these collectors is Fc−s = 0.899
at the top, stays the same until 60.7 cm from the top and then drops to Fc−s = 0.607 at the bottom.
For an isotropic sky and 100 W/m2 diffuse irradiance on the horizontal plane, where the collector only
receives radiation from the sky, the top would receive 89.9 W/m2 and the bottom 60.7 W/m2.

If the collector is split into m segments along the collector height and n ground segments, then
the irradiance on collector segment i is given by

GT,i = (GbH +GdH ·Ai) Rb +GdH · (1−Ai) · Fci−s

+

n∑
j=1

(
GbH ρg Sj +GdH ρg Fgj−s

)
· Fci−gj

(24)

GbT,i = GbH ·Rb (25)

GbT+cT,i = (GbH +GdH ·Ai) Rb (26)

Note that the beam and circumsolar radiation is treated the same as in equation (20). The
circumsolar radiation is by definition diffuse radiation, but as it is assumed to come from the same
direction as the beam radiation, collector array models could also use the sum of beam and circumsolar
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Figure 43: Reduction of the sky view factor along the collector height for 3 m and 6 m row spacing
and 30◦, 45◦ and 60◦ tilt (azimuth = 180◦ (south), height above ground = 43.5 cm, ground tilt =
0◦, horizon view obstruction angle = 0◦).

Figure 44: Reduction of the sky view factor along the collector height for 3 m row spacing (left)
and 6 m row spacing (right) and 30◦ , 45◦ and 60◦ tilt, and 0◦ and 7◦ horizon view obstruction
angle.
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radiation GbT+cT (equation 26) instead of beam radiation GbT (equation 25) depending on the
modeling purpose. The diffuse radiation is the difference between total titlted radiation and beam
radiation (plus circumsolar radiation if it is treated like beam radiation). For the isotropic radiation
from the sky, the view factor of the segment towards the sky is used. The radiation from the ground
sums up the received radiation from each ground segment. The incident radiation on the ground treats
beam and diffuse separately, where Sj = 1 if the beam reaches the segment and Sj = 0 otherwise.
The shadow length on the ground can be calculated according to [71].

The calculation of the irradiance on a tilted pyranometer in the collector plane is done with
equation (24), where the irradiance of segment i is used where the sensor is located. If the pyranometer
is located above the top of the collector the formula can be used in a similar way. This model is called
the tilted sensor model (TSM). It is used in combination with the Erbs model when the total tilted
radiation and beam radiation is measured (case A in figure 38) and alone if both total tilted and beam
radiation are measured (case B in figure 38). Note that for a specific collector array and segment i,
equation (18) is a function of GbH and GdH

GT,i = fi (GbH , GdH) (27)

and together with the Erbs model (equation (19)) a function of G.

GT,i = fi (GH · (1− E (GH)) , GH · E (GH)) (28)

The backward application then solves

GT,i,meas − fi (GbH , GdH) = 0 case A

GT,i,meas − fi (GH · (1− E (GH)) , GH · E (GH)) = 0 case B
(29)

with an optimization procedure or matrix inversion for simple models. A unique solution requires that
the forward calculation is an injective function.

The tilted collector model (TCM) calculates the average total irradiance as the average over
all the segments

GT,avg =

m∑
i=1

GT,i (30)

Results of the radiation modeling for the FHW plant are shown in chapter 9.3.

7.2 Heat exchanger model

The D-CAT 2-N model (see chapter 6.5) requires the capcity flow in the solar circuit, which is based
on the primary volume flow, see equation (10). However, in some installations the volume flow is
not available in the solar circuit, but only on the secondary side of a heat exchanger separating solar
(primary) from secondary circuit. In this case, the primary-side capacity flow can still be calculated if
the secondary-side volume flow is measured: With thermal power measured on the secondary side of
the heat exchanger, and flow and return temperatures measured on the primary side (solar circuit),
then a heat exchanger model is necessary to calculate the primary-side capacity flow. Secondary-side
power measurements are usually available for solar thermal installations. Compared to primary-side
measurements, secondary-side measurements are lower cost, technically simpler and more reliable if
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water is the heat transfer fluid in the secondary side (well known fluid properties).
Heat exchangers can be classified according to several features (transfer process, number of fluids,

surface compactness, construction features, flow arrangements, heat transfer mechanism) [83]. For
large solar district heating systems, counter flow plate heat exchanger are most common [84]. Heat
exchangers are usually insulated and thermal losses (first law losses) to the ambient can therefore be
neglected [85] as well as capacity effects of the heat exchanger. The simplest heat exchanger model is

Ċf =
Q̇sec

ϑpri,fl − ϑpri,ret
(31)

A possible deterioration of the heat transfer coefficient of the heat exchanger (e.g. because of
fouling) increases the temperature difference ∆T between primary and secondary side [86]. This
leads to higher operating temperatures of the solar circuit and a lower collector efficiency. This does
not require additional modeling and does not distort the estimated collector array parameter as the
collector heat losses are higher, but not the heat loss coefficient. The heat exchanger performance
(heat transfer coefficient) can be tested separately if needed.

7.3 Pipe model

Pipe models in the D-CAT method can be used to calculate the temperature loss of the supply pipes
and return pipes from the collector array to the heat exchanger or heat sink, if the flow and return
temperatures are not measured directly at the entrance and exit of the collector array. Note that pipe
losses within the array (connectors between collectors and connection pipes between rows) are not
modeled, because they are very small compared to the heat losses of the collectors and modeling
them would require a substantial additional effort. Also note that modeling the return temperature
of the collector array is in the flow direction (the output temperature of the model is lower than the
input temperature) and modeling of the outlet temperature is reverse to the flow direction (the output
temperature of the model is higher than the input temperature). A simple model for the pipe losses is
described in [87]

Tout = Tsur + (Tin − Tsur) exp

(
−L ·K

V̇ · C · ρf · cf

)
(32)

where Tsur is the temperature of the surroundings, K is the overall heat transfer coefficient (in
W/m2K), L is pipe length, V̇ is volume flow based on the average velocity through the pipe and C is
the heat capacity per unit length of fluid in the pipe: C = A · ρf · cf , if the solid part of the pipe is
not included. The model can be rewritten in terms of the travelling time ∆t through the pipe:

Tout = Tsur + (Tin − Tsur) exp

(
−∆t ·K

C

)
(33)

The model assumes that heat losses per unit pipe length are proportional to the temperature
difference between the fluid in the pipe and the surroundings and that the temperature of the
surroundings is constant. Diffuse heat transfer and the effects of pressure loss and wall friction are
neglected. More detailed models can be found in [87].
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8 Parameter estimation

8.1 System test and condition monitoring

As a key project result of the MeQuSo project, D-CAT is available as a fully automatic collector array
test, from raw measurement data to final model parameters and system simulations based on these
parameters. Automation is an important aspect as it increases the D-CAT scope of application: D-CAT
can be used as a collector array test method, and by periodic and automatic application D-CAT can be
used as a model-based condition monitoring method for large collector arrays. In the framework
of condition monitoring for large solar thermal systems, a simple “stationary analysis” (described in
chapter 2.3) can be used to see if the system roughly meets the expected performance. The D-CAT
parameter estimation process provides a more thorough analysis, providing quantitative information
about the collector field operation and possible causes of malfunctions or reduced energy yield. This
parameter estimation process is based on the 2-N model (chapter 6.5) and estimates the parameters
of this model in an inverse analysis. As a result of the D-CAT method, we have a detailed quantitative
technical description of a collector array based on all modeled physical effects.

In the MeQuSo project, the D-CAT method has been developed and implemented in MATLAB R©,
including data pre-processing and data handling (see chapter 5.3), numeric solution of the dynamic
collector array model (see chapter 6.7) and estimation of the model parameters (this chapter). In doing
so, the D-CAT test method and collector array measurement data were kept separated: The method
has an encapsulated design and implementation, allowing different collector arrays to be “plugged in”
with their measurement data, and possibly even with adapted models.

The chosen approach makes the D-CAT method generally applicable to collector arrays (not only
within the MeQuSo project), in very much the same way it has been applied to the FHW collector
arrays within MeQuSo. The developed methodology can be applied to a variety of collector array
geometries. Currently, the model is suitable for flat-plate collectors, as used in the vast majority of
large solar thermal installations. The developed estimation method is designed to run as an offline /
batch process. The parameter estimation is an extensive process taking several hours, but it runs in a
fully automatic way and can thus be easily repeated at any time.

How to read chapter 8:

• Chapter 8.2 explains available data and how it is handled as input for the parameter estimation.
It contains a somewhat more detailed description of a D-optimal data selection method that
selects part of the experimental data for the estimation process.

• Chapter 8.3 has a formal formulation of the parameter estimation problem, including a brief
description of how uncertainty in the experimental data is treated.

• The optimization process and choice of optimization algorithm are contained in chapter 8.4.

8.2 Optimal data selection

Overall, the goal of the automatic optimal data selection approach is the obtain high quality parameter
estimates, good generalization to non-observed operating conditions and improved optimization
time. At the time of proposal writing for the MeQuSo project, the idea was to deliberately vary
some collector array operating conditions in order to obtain sufficient data variation for the parameter
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estimation. For example, collector array volume flow could be temporarily reduced, or collector array
inlet temperature could be temporarily increased, following active manipulation of the system control
by the plant operator. Deliberately choosing system inputs (such as volume flow), e.g. with a PRBS
signal as is done in [88], would be beneficial for the parameter estimation process. We have to take
into account, though, that some of the major system inputs (return temperature, solar radiation)
cannot be freely controlled. In the course of the MeQuSo project, the approach of deliberately varying
input signals was rejected in favor of a procedure for automatic data selection. One reason is the
already mentioned limitation in choosing input signals. Another reason is that the data selection
approach needs not interfere with the system control, that is: No special test sequences need to be
run, and the barriers to using the D-CAT method for practical LST plants are lowered.

The idea of optimal data selection is: Collect measurement data from the LST plant in a passive
way (no manipulation of system control), then select the “best” subset of intervals among the entire
set (around 500 1-hourly intervals per year), and use the selected subset for parameter estimation.
In short, optimal data selection is the task to select a subset of the available measurement intervals
based on the following criteria:

• Good generalization: The parameter estimation process yields model parameters that describe
the condition of the collector array in a way that is valid for a wide range of operating conditions.
This is particularly important for the FHW plant: Being a district heating supply system, the
required outlet temperatures of the solar plant are within a narrow range, which is bad for
parameter estimation. Since we want the D-CAT method to use measurement data available
from normal system operation (without touching system control), it is even more important to
carefully select diverse data for parameter estimation.

• De-correlation: Clustering and correlation in the subset should be kept minimal. The separability
of the estimated model parameters based on the selected data subset should be as good as
possible, or in other words: We want to include measurement data that yield the lowest possible
variance in the estimated parameters.

Used measurement data

Measurement data have been acquired within the MeQuSo project in a field installation, the FHW
plant in Graz, Austria (see chapter 3 for details). The measurement data cover 3 years of operation
and refer to 5 collector arrays, all operated and measured independently. Each collector array has
a collector area of approx. 500 m2, and all use large area flat-plate collectors of well-known and
experienced manufacturers.

The measurement data of the collector arrays have been acquired in a 1-second sampling rate,
averaged to 10 seconds during post-processing. The measurement channels used as input data in the
parameter estimation process include:

• inlet and outlet temperature of each array (additionally, the outlet temperatures of each row
were measured, but only the mixed outlet temperature is used in the parameter estimation, as
single row measurements cannot be assumed to be frequently available)

• volume flow of each array

• beam and diffuse radiation in collector plane

• ambient temperature; other ambient conditions (wind and air humidity) were available for the
FHW plant, but not used in the parameter estimation.
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The measurement data listed above are used as inputs in the D-CAT method. Some measurement
channels are not strictly required, for instance the beam radiation which can be approximated from
other radiation measurements using radiation models, in case the measurement is not directly available.

As a result of the measurement process, we have detailed and high-quality measurement data
covering the years from 2017, 2018 and 2019. The total volume of the collected measurement data
is approximately 40 GB of raw data. The MATLAB R© implementation based on AEE INTEC’s ADA
software [56] handles automatic pre-processing of the raw data, including steps like outlier detection,
plausibility checks, ignored time intervals (e.g. maintenance work) and a calibration correction for
some measurement instruments; chapter 5.3 has more details on the data pre-processing.

Interval length

Based on the reasonings concerning the validity domain of the collector array model (see chapter 6.6),
measurement data are separated into chunks of usable data, where the model is valid. For the D-CAT
method, all data intervals with a length of at least 1.5 hours of unshaded operation are included in the
analysis. The 1.5 hours interval length consists of a 30-minutes pre-simulation interval (needed for
model initialization, see chapter 6.8) plus a 1-hour main simulation interval. The choice of a 1-hour
interval length is arbitrary. The main reasons for choosing 1 hour as an interval length are:

The same 1-hour interval length is used in the ISO standard (under preparation) for a simplified
collector array performance check, hence using the same interval length improves comparability between
results from the ISO standard and results from the D-CAT method.

The 1-hour interval length seems to be a good trade-off between two contrasting goals: On the one
hand, shorter intervals increase data diversity in the intervals (increased overall information content),
while longer intervals tend to average out the data (reduced overall information content). On the other
hand, longer intervals are less susceptible to initialization errors, keeping in mind that although the
model initialization works well for practical purposes, there is still some uncertainty due to heuristics
used in the model initialization (see chapter 6.8 for details).

The time constant of water-driven flat plate collectors at a mass flow rate of 8 kg/m2h is
approximately 15 minutes. The general choice (for a variety of different mass flow rates) of 1 hour
corresponds to 4 times the 15-minutes time constant, which seems to be a reasonable choice in terms
of the dynamic behavior of collector arrays.

We also tried to use the D-CAT method with shorter intervals, with a length of 15 and 30 minutes.
This increases diversity in the data and might be an option to go if the D-CAT method is applied to
shorter evaluation periods, for example a two week operation period.

Generalization

Based on the total interval length of 1.5 hours as described above, one year of measurement data yields
approx. 500 intervals for each of the tested collector arrays at the FHW plant. The 500 intervals
represent a large share of the collector array’s operation. In principle, the measurement data from
all these intervals could be used for the parameter estimation process. Nevertheless, taking all 500
intervals is not a very helpful approach for parameter estimation.

First, model runs (required by the optimizer to estimate the parameters) would become very
expensive if all intervals are included in the analysis, since each optimization run would require to run
each and every data interval. Second, the data have some unwanted properties (see figure 45):

• Data are clustered: A lot of intervals are very similar, in terms of model variables. E.g., as can
be seen in figures 45, total collector array radiation is mostly clustered in the range of 800 –
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1000 W/m2, and collector array temperatures (collector mean minus ambient mean) is mostly
around 60 K. There is considerably less data far away from this cluster. Figure 48 (page 87)
provides insight into the full correlation structure of the model predictors.

• Data are correlated, as becomes clear by looking at figure 45 again: Such correlation in data is
problematic since it introduces correlation to the model parameters, since several correlated sets
of model parameters would be able to describe given measurement data.

Figure 45: Problems with clustered and correlated measurement data, represented here by a cross-
sectional plot of collector array temperature over total irradiance, based on 1-minute data for the
year 2017.

D-Optimal data selection

In the ISO 9806 standard for single collector tests [10], the data selection approach consists in manually
selecting data from 4 different “day types” (mostly clear sky, partly cloudy etc.). For the D-CAT
method, the data intervals used for the parameter estimation are selected in an automated and optimal
way, maximizing the information content of the data selection with regard to the collector array model.

A major advantage of this automatic data selection is that the D-CAT estimation process can
operate as a passive test that requires no manipulation at all in the system control. Actively changing
system control is potentially associated with safety problems and loss of energy yield. Furthermore, it
would require the system operator, the control company and the researchers who perform the test, to
agree on a common procedure. This would be a barrier to the application of the collector array test
which disappears following automatic data selection in the D-CAT method. For the FHW collector
arrays, we found that normal operating data provided good data variation, and we found that the data
selection process successfully identified and selected the most diverse data.

The selection of the “best” subset of intervals is based on similar statistical foundations as Design
of Experiments – but in this case we do not design experiments, we strive to optimally select data
among already performed experiments. The statistical concept is the information content of the
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measurement data in order to allow for lowest-variance parameter estimation and best-separable
model parameters.

The information content of data with respect to the chosen collector array model can be formalized
in the Fisher information. Based on the Fisher information, there are several concepts of “optimal”
designs or data selections. One popular optimality criterion is called “D-optimality” : A data selection
is D-optimal if it “spans the largest volume possible in the experimental region” [89]. Loosely speaking,
several very similar intervals (e.g. warm and sunny) are less informative compared to a selection of
intervals with different conditions (e.g. also cold and sunny, or warm and overcast etc.), because the
variety in input data helps separating the physical effects described by the parameters in the collector
array model.

The effect of the optimal data selection is illustrated in figure 46. The same dense cluster of data
already seen in figure 45 above is displayed again in figure 46 (top subplot), this time in terms of
1-hourly mean (one dot for each of the approx. 500 yearly intervals). The result of the optimal data
selection becomes visible in the bottom subplot, where 25 out of the 500 intervals have been selected
following the D-optimality criterion.

It becomes evident that the data selection favors more extreme data, near the edges of the data
region, while the dense cluster is not over-represented anymore. Figure 47 displays the days of the
year with available and selected intervals. Loosely speaking, the data selection gives precedence to
data intervals where the model prediction is most sensitive to parameter changes.

Simplified Approach for Nonlinear model

The D-CAT 2-N model is a nonlinear PDE model, and optimal data selection for nonlinear dynamic
models is a complex and current research topic. Important recent publications include the review
paper of [90], and more specifically about nonlinear systems [91], [92] and [93].

For linear models, the optimal design theory is based on the model matrix X, a matrix containing
the model derivatives with respect to the model parameters. For the MeQuSo D-CAT method, a
simplified approach is used, where each of the approx. 500 intervals is represented by the mean
parameter sensitivities in that interval. In other words, each interval is represented as a single point in
the parameter sensitivity space, or as a row in the model matrix X, a 500× 9 matrix. The optimal
interval selection task based on the D-optimality criterion described above is equivalent to maximizing
the determinant of the information matrix X ′X. This approach makes use of the fact that the collector
array model is nonlinear in its states (temperatures), but linear in its parameters.

The concrete optimal data selection is based on the so-called Fedorov algorithm, developed in
[94] and described in detail in [95]. The basic idea behind the Fedorov algorithm is to start with
an initial interval design, and calculate a delta value for all other exchange intervals among the
non-selected candidate intervals. Based on these delta values, one interval will be dropped from the
interval selection in favor of another interval with a higher optimality value, calculated as determinant
of the information matrix. For the given approx. 500 intervals per operating season, the MATLAB R©

implementation of the basic Fedorov optimization algorithm (doing an exhaustive search among all
intervals) is fast enough to find the optimal interval design in a few seconds, so none of the more
sophisticated algorithm variants had to be used.

In the development of the D-CAT method, we experimented with the number of intervals to be
included in the optimal design. A higher number of intervals increases simulation time and ultimately
deteriorates the generalization properties of the method to new, unseen operating or weather conditions.
An indicative number is to include at least the two extremes (minimum and maximum sensitivity)
corresponding to each of the model parameters. This would result in the number of 18 intervals, since

84 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

Figure 46: Top: Collector array temperature vs. total radiation (same data as in figure 45), con-
densed here as 1-hourly mean values, so there is one dot for each of the approx. 500 candidate
intervals. Bottom: Exemplary result of the optimal data selection process, selecting 25 out of the
approx. 500 available intervals. The data selection gives precedence to the more extreme data.

the D-CAT 2-N model has 9 parameters. Within MeQuSo, we experimented with different numbers
of selected intervals (between 18 and 50). We found that with increasing number of intervals, the
correlation coefficients between model predictors tended to increase, resulting in problems during
parameter estimation, with model parameters becoming harder to separate. Not surprisingly, this
mainly affected the separation of optical and thermal parameters (mainly a1 and (τα)). The authors
would recommend keeping the number of intervals below 30. Due to the advantages in simulation
time, we decided to go towards the lower limit and generally used between 20 and 25 intervals in the
development of the D-CAT method. Figure 48 shows the correlation structure between the 2-N model
predictors, comparing (a) all available intervals with (b) the optimally-selected intervals.
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Figure 47: Top subplot: Distribution of days containing at least one valid 1.5-hour interval for the
collector array test. The period from October to mid-March had to be excluded due to shading.
Bottom subplot: Distribution of the days containing one or more optimally-selected intervals, as
described in chapter 8.2.

8.3 Problem formulation

Given a model structure (the D-CAT 2-N model, see chapter 6.5) and experimental data (20 optimally-
selected 1-hourly intervals, see chapter 8.2), the parameter estimation process consists in tuning or
calibrating the 9 model parameters in order. The goal is that the model with the calibrated parameters
shall best reproduce the experimental data. In the parameter estimation process, the quality of a
specific set of model parameters is evaluated by means of a cost function which describes the goodness
of fit, that is, a quantitative measure that compares the model prediction to the experimental data,
over all 20 selected data intervals.

The N -dimensional vector of scalar model parameters (see chapter 6.5) is represented as θ. In
the case of the D-CAT 2-N model we have N = 9 model parameters, so θ ∈ RN. Given a set model
parameters, the cost function J(θ) is the scalar real-valued function mapping a given set of model
parameters to its goodness of fit: J(·) : RN → R. The cost function J(·) may include uncertainty
information about the parameters and about the measurement data (e.g. measurement noise, sensor
accuracy), and the specific formulation of a cost function leads to different methods, such as least
squares, weighted least squares, maximum likelihood of Bayesian estimation [96].

As described in chapter 6.7, the method of lines was used to discretize the D-CAT 2-N model,
a PDE model (see chapter 6.5), to obtain an ODE system which can be formulated as a nonlinear
deterministic state-space model. As explained in [97] and [98], and adopting a similar nomenclature,
this state-space system can be formulated as

dT (t, θ)

dt
= f(t, T (x, t, θ), υ(t), θ) (34)

Tout(t, θ) = g(T (x, t, θ), θ) (35)

T (t0) = T0(θ) (36)
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Figure 48: Distribution of the model predictors used in the D-CAT 2-N model, displayed as his-
tograms and correlation plots. The top figure includes the full set of approx. 500 intervals available
for one of the FHW collector arrays in one year of operation. The bottom figure includes the 20
optimally-selected intervals.
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Note that being a state-space model, there is no dependence on position x in the time derivative
term dT (t, θ)/dt. In this more general formulation, the vector T is used as symbol for the state vector,
concatenating the vectors of metal temperatures Tm and fluid temperatures Tf along a collector
row/collector array. The function f(·) is the vector function resulting from the numerical discretization
of the model equations (see chapter 6.7). The model predictors υ(t) enter the state-space model in
function f(·). The collector array outlet temperature Tout, measured at position x = 1, is calculated
from Tf (x, t) by means of linear extrapolation, as explained in chapter 6.7. The extrapolation
calculation is summarized in equation (35) as g(·).

For the parameter estimation, the outlet temperatures Tout(t) are available as measurements
for all optimally-selected intervals, at discrete time points. The time points depend on the chosen
sampling rate, and were 10 seconds in the MeQuSo case. Let Tik denote the outlet temperature at
time t = ti, in the k-th interval. As with all measurements, Tout can only be measured with some
uncertainty. Assuming this uncertainty to be additive Gaussian white noise, the measured values T̃ik
can be represented as

T̃ik = Tik(x(ti, θ), θ) + εik (37)

The measurement uncertainty term εik is characterized by the noise variance σik, with

εik ∼ N (0, σ2
ik), (38)

i.e. the noise term is assumed to be normally-distributed, with some noise variance σ2
ik. In MeQuSo,

we calculated these noise variances based on sensor data sheet specifications. In the general case, the
noise variance can be time dependent, and this is generally the case for thermal models.

The problem of estimating the model parameters can now be formulated as a maximum likelihood
problem. Under the assumptions of equation (38), maximizing the likelihood is equivalent to minimizing
the weighted least squares expression:

J(θ) =

Nk∑
k=1

Ni∑
i=1

(
Tik(x(ti, θ), θ)− T̃ik

σik

)2

(39)

with Ni being the number of measurements available in one interval and Nk the number of optimally-
chosen intervals (20, in our case, see chapter 8.2.

chapter 6.8 explains the reasonings used for initialization of the model parameters. Based on
these same reasonings, it is straightforward to derive physically meaningful lower and upper bounds
for the parameters, θmin and θmax. This is very helpful for the optimization process, and it turns
the optimization problem from an unbounded into a bounded nonlinear programming problem. With
the cost function from equation (39), the parameter estimation problem can be formulated as the
nonlinear optimization problem. The calibrated model parameters are defined as the parameter set θ̂
that minimize J(θ) in the optimization problem. chapter 8.4 includes more practical details about the
optimization.

arg min
θ

J(θ)

subject to θmin ≤ θ ≤ θmax

(40)

One characteristic of the thermal measurement data of collector arrays is their good signal-to-noise
ratio, allowing for simpler methodology in the cost function choice. For the D-CAT test method, a
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weighted least squares (WLS) approach as stated in equation (39) is chosen for the cost function.
WLS includes the measurement uncertainties of the outlet temperature measurements as extrinsic
information in the estimation: The residual between model output and measured experimental value
is weighted with the inverse of the measurement uncertainty of the measured outlet temperature
1/σik. In short, better experimental data (lower measurement uncertainty) get a higher weight in the
calculation of the optimization cost function.

The inverse problem of parameter estimation in a numerically-solved nonlinear dynamic system,
as is the case for the D-CAT method, is an ill-conditioned problem with many pitfalls; see [99] for a
comprehensive discussion. Certainly not all aspects of the problem solution have been successfully
solved in the MeQuSo project alone. The parameter estimation experiences we gained in MeQuSo
indicate that some regularization methods might improve the parameter estimation process and results,
e.g. variants of Tikhonov regularization as explained for a similar problem setup in [98]. A more
comprehensive assessment of measurement and process noise would also deserve more attention, and
more sophisticated estimation techniques could be used, as formulated for instance in [61] [100] [101].

The model parameters θ resulting from the parameter estimation are not deterministic numbers,
but uncertain quantities to be treated as random variables. The outcome of the parameter estimation
process, the final parameter estimate θ̂, are uncertain and correlated quantities. Since the model input
variables have a clear correlation structure (see figure 48), it is interesting to investigate confidence
regions and correlation structure of the model parameters resulting from the estimation process. In
the case of linear models, the parameter confidence regions have elliptic shape in the parameter space,
but as explained in [102] this is not true for nonlinear models, even if the measurement uncertainties
are assumed to be normally-distributed (see equation (38)).

If we assume a Gaussian additive noise model (see equation (38)), we can construct confidence
regions in the parameters space based on a Taylor expansion reasoning. As explained in [103], the
parameters follow an F distribution with the degrees of freedom depending on the number of parameters
and the number of measurement data. The following equation can be used for confidence regions with
level 1− α and was first proposed by [104]

J(θ) ≤ J(θ̂)

(
1 +

p

n− p
F 1−α
p,n−p

)
(41)

with p being the number of parameters and n being the total number of data points, i.e. the number
of sampled points over all of the selected data intervals. We used equation (41) to construct the
parameter confidence regions and investigate the parameters’ correlation structure. Figure 49 gives an
example of such a plot.

Measurement Uncertainty

Uncertainties for sensors and data logging can be expressed as “standard uncertainty”, i.e. the standard
deviation µ(x) for a measured value x based on data sheet specifications. Practical guidelines for in situ
collector testing can be found in [105]. Uncertainties for some measurement points of the FHW plant
are shown in chapter 3.5. For the parameter estimation, the measurement uncertainties can be used
as “weights” in the optimization procedure (see chapter 8.4), where better data (lower measurement
uncertainty) have more “weight”, i.e. a higher impact on the cost function which is minimized. In
the most simple case, the measurement uncertainty of the outlet temperature (predicted variable)
is used as a weight. A more comprehensive approach uses the combined measurement uncertainty
of all measurement inputs (radiation, inlet temperature, ambient temperature, etc.) which influence
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Figure 49: Histograms and covariances of the model parameters, based on the final estimation
results for one collector array and one particular measurement season. The motivation and reason-
ings behind this plot are explained in chapter 8.3. The confidence regions were calculated following
equation (41).

the predicted outlet temperature. How these uncertainties are combined depends on the used model
(D-CAT 1-N model or D-CAT 2-N model). For a model function f and a predicted variable Y

Y = f (X1, X2, . . . , XN ) (42)

the combined uncertainties according to GUM [52] are calculated as follows

µ (y) =

√√√√ N∑
i=1

(
∂f

∂xi

)2

µ (xi)
2 (43)

The GUM approach is based on a first-order Taylor series approximation of the model function f. A
better approximation for the propagation of uncertainty through non-linear models is the Unscented
Transform (UT), which can be used for a non-linear projection of uncertainty mean and covariance
and has become famous in the context of the Unscented Kalman Filter (UKF) [106] [107] [108] [109].

8.4 Optimization

The optimization problem consists in finding the best parameter set, that is the one which minimizes
the chosen WLS cost function. The approach chosen in the D-CAT test, illustrated in figure 50, is
known as initial value method or single shooting: The problem is solved as a nonlinear programming
NLP problem, requiring the solution of an inner problem (numerical solution of the PDE model as an
IVP initial value problem) for each of the 20 optimally-selected data intervals. The solution of the
inner problem is described in chapter 6.7, the solution of the outer NLP is described in this chapter.
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Figure 50: Illustration of the D-CAT parameter estimation process: Based on 9 model parameters,
the collector array is simulated for each of the 20 optimally-selected measurement intervals. The
WLS cost function is calculated using simulation output, target output and uncertainty from the
experimental data. The optimizer proposes a new set of parameters and repeats the process until
some cost minimum is found.

Optimization Algorithm

The parameter estimation problem of the D-CAT method is generally known as an inverse problem,
and this kind of problems has been shown to be challenging. For instance, parameter estimation
problems based on nonlinear dynamic models have been shown be susceptible to getting stuck in
spurious local minima, representing unphysical parameter sets; [99] states a number of issues and
pitfalls that can arise in the parameter estimation of dynamic systems. [110] concluded that the
early multi-start approaches (local optimization algorithms run multiple times from different starting
points) were unsuccessful and highlighted that stochastic global optimization algorithms should be
used instead. A practical guide about the choice of specific global optimization algorithms can be
found in [111].

Within the MeQuSo project, a series of suitable optimization algorithms have been tested, including
Genetic Algorithms (GA), Simulated Annealing (SA) and also surrogate methods. GA and SA have been
found to perform well in terms of quality of the estimated parameters, but they were computationally
very extensive. The tested surrogate optimization methods did not produce good quality parameter
estimates.

Finally, a Particle Swarm Optimization (PSO) algorithm has been chosen, following good experiences
of several authors for similar problems, as described for instance in [112] and in [103]. The PSO
algorithm has somewhat better theoretical foundations compared to many other metaheuristics-based
stochastic global optimization algorithms; in particular, convergence properties and the choice of
meta-parameters of the PSO algorithm have been studied in some detail, for instance in [113] and
[114]. The finally chosen optimization algorithm implementation is a hybrid stochastic-deterministic
variant of the classical PSO algorithm, combining the good global optimization properties of PSO
with faster local convergence. The algorithm is named PSWARM; it is described in [115] and can be
downloaded from [116]. This algorithm has proven to be competitive for this type of problems, see
for instance the review work of [117]. Further investigations on other optimization algorithms would,
however, deserve further investigation and have the potential to leas to an overall improvement of the
D-CAT method.
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9 Application and validation

9.1 Practical optimization results

Figure 51 shows a visualization of the optimization process for one particular collector array and one
particular measurement year (2018, in this case). The top left subplot shows the values of the cost
function that is to be optimized. According to the used weighted least squares approach, this can be
interpreted as a weighted RMSE value. Since the weights are not too different from 1, this value is
close to an actual RMSE. The final RMSE value is around 0.6 K as an overall deviation between
model output and experimental data, based on collector array data of one particular season. The
RMSE values obtained for other collector arrays and other measurement seasons were in a similar
range. As a value characterizing the overall deviation between model and experiments over a broad
variety of different operating conditions, 0.6 K can be regarded as a very satisfactory goodness of fit.
This is particularly true if we keep in mind that the system, i.e. the condition of the collector array
under consideration, changes over time, also within the same operating season. This induces some
uncertainty into the estimated parameters.

Figure 51: Visualization of the optimization process and estimated model parameters for one
particular collector array, based on experimental data from one particular operating season.

Based on global optimization theory, we have no certainty that the parameters obtained from
this optimization process do actually represent the global optimum. There are some hints, though,
suggesting that the estimated parameters are quite reliable. For instance, let us consider the cf value
of the heat transfer fluid, the parameter named cpSp_f in figure 51. For the FHW plant, the fluid
heat capacity was determined in the lab (details in chapter 3.2.3). This is why, in principle, there is
no need to estimate this parameter, for the FHW collector arrays. In the general case, however, the
fluid property cf is not known or not reliably known (some data sheet fluid property specifications are
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not reliable). For this reason, we decided to include cf as a parameter in the set of parameters to
be estimated. As becomes clear from figure 51 (cpSp_f is in the 5th subplot from top on the right
hand side), the estimated value of parameter cpSp_f is very close to the initial value which is the fluid
property value as it was measured in the lab.

Table 12, page 94 has an overview interpretation of the estimated model parameters; these
parameters are from an estimation of one particular collector array for the 2018 measurement season.
The parameter values refer to the parameter subplots on the right-hand side of figure 51. Figure 52
and figure 53 visualize the parameter values in the well-known displays of collector efficiency curve and
IAM curve. For an example plot of how the model output with calibrated parameters compares to the
measured experimental data, please refer to figure 31 on page 62.

Figure 52: Example output of the condition monitoring using the D-CAT method, displayed in
terms of a classical collector efficiency curve. The curves compare data sheet behavior with effi-
ciency behavior at commissioning and after several years of operation.

Figure 53: Dirt depositing on the outer collector cover is the main responsible for deteriorated incidence
angle modifier (IAM) values. Right: Example output of IAM curves, comparing IAM values from
the data sheet with the condition at plant commissioning and after 4 years operation, based on the
estimated 2-N model parameter b0.
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Table 12: Interpretation of the estimated model parameters, referring to figure 51.

Parameter Parameter
description

Interpretation of estimated model parameter

a1, a2 Heat transmission
coefficient and
temperature
dependence of heat
transmission
coefficient; in the
2-N model, they
refer to the solid,
not fluid
temperature

The initial guesses for a1 and a2 are calculated based on the data
sheet values for the heat loss coefficients that refer to the mean fluid
temperature, combined with some heuristics based on the collector’s
F ′ value. The optimization bounds are set quite loosely, allowing
for big parameter variations during optimization. Both parameters
reach physically meaningful values. The separation of a1 and a2 is
problematic, because the model predictors for these parameters are
highly correlated, as can be seen in figure 48; this is true even after
optimal data selection, see figure 48. The separation of a1 and a2 was
found to be problematic in some optimization runs.

α, α′ Convective heat
transfer coefficient α
between metal
temperature Tm and
fluid temperature
Tf , and volume flow
dependency of α.

The parameter α is closely related to the collector’s F ′ value. Higher α
values mean higher F ′, which improves collector efficiency. α has been
found to be an unproblematic parameter in model calibration. α′ stays
close to its initial value and improves model output in low volume flow
regimes, but has limited overall influence on the model performance.

(mc)f ,
(mc)m

Heat capacity of the
collector heat
transfer fluid and of
the solid part of the
collector array.

Unlike the regression method used in [10], heat capacities can be
reliably estimated using the D-CAT method. As mentioned above,
(mc)f has been found to usually be an unproblematic parameter in the
optimization. It can be estimated very reliably, comparing very well to
the fluid property lab measurements. The estimations of (mc)m were
almost always found to be considerably lower than the initial values
based on data sheet information, but this is not too relevant since the
data sheet uses a calculation method not directly applicable to the 2-N
model. A lower value for the 2-N model solid heat capacity (mc)m is
in line with previously reported findings, e.g. in [67].

(τα) Zero loss coefficient The estimated (τα) is found to be lower than the initial value of clean
collectors without operation hours. This is a clue to slight material
degradation in the collectors’ cover and/ or absorber material.

b0 Incidence angle
modifier

As expected, dirt depositing on the outer collector cover in field oper-
ation leads to increased optical losses at inclined solar incidence, and
this becomes apparent in higher b0 values compared to the initial data
sheet value.

Kd Incidence angle
correction for diffuse
radiation

Kd degrades in much the same way as b0, due to dirt on the collector
cover. Overall, we found that the collectors in the field installation
have can use approx. 5-7% less diffuse radiation compared to new and
clean collectors as in the data sheet.
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For the same collector array and the same operating season that was used to visualize the parameter
results in the figures above, figure 54 shows a histogram of the model residuals (difference between
modeled and measured flow temperature), including all 20 optimally-selected 1-hourly intervals. The
mean value of all residuals is µ = 0.11 K, the standard deviation σ = 0.60 K. A histogram of the
model predictors of the D-CAT 2-N model is shown in figure 55, referring to one particular collector
array of the FHW plant and to one particular operating season. The top subplot has histograms of all
available 1-hourly 479 intervals that fulfill the model validity criteria, as described in chapter 6.6. The
input data clustering described in chapter 8.2 is visible in figure 55: several predictors have skewed,
non-uniform distributions. For instance, the plant mostly runs on a very reduced range of operating
temperatures around 55..70 K (subplot titled dtTmTa). In the bottom plot with the optimally-selected
intervals, the histograms are de-clustered and include more extreme data. This is important in order
to avoid model overfitting and improve generalization of the estimated model parameters.

Figure 54: Histogram of model residuals, for one particular collector array and operating season,
including all 20 selected optimal intervals. Mean and standard deviation are µ = 0.11 K and σ =
0.60 K, respectively.

In an analysis of how residual values relate to model inputs (see figure 56), we found that typically,
high residuals relate with sharp changes in beam radiation; such sharp changes are typical for weather
conditions with intermittent clouds. We see little reason how this could be attributed to the model
itself, as a model deficiency; we rather believe that this is a measurement representativity problem:
Radiation measurement is done in only one particular spot of the collector array and does not necessarily
represent the typical radiation over the entire array area, as is implicitly assumed by using the radiation
measurements as model inputs. This mis-representation error is low in some situations (e.g. clear sky,
homogeneously cloudy sky, dull or overcast sky), but the error is high in case there are intermittent small
clouds on an otherwise clear sky with high beam radiation values. Overcoming this mis-representation
problem would require a massively improved approach, possibly using optical measurement equipment
to estimate cloud transition over an extended area (the collector array area) from spot measurements.
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Figure 55: Histogram of model predictors of the D-CAT 2-N model. Top: All 479 available 1-hourly
intervals for one collector array of the FHW plant, for one particular operating season. Bottom:
Optimal data selection selects 20 out of the available intervals (see chapter 8.2). The clustering
of input data (described in chapter 8.2) is visible in the top plot as non-uniform distributions. For
instance, the top right histogram in the top plot has the temperature difference between collec-
tor metal and ambient temperature. Most intervals are around 55..70 K; the optimally-selected
intervals are de-clustered and include more extreme data.
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Figure 56: Plot of residuals vs. predictors (model inputs), for one particular collector array and one
particular measurement data interval. The residuals plot shows the typical behavior, with higher
residuals occurring mostly when radiation input has sharp changes coming from intermittent clouds.
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9.2 Example results for model behavior

The intention of this chapter is to show illustrative examples that help getting an intuitive understanding
of how the different collector array models behave, under different weather and operating conditions.
The figures will contain a comparison of the behavior of the different models described so far (2-N
model, 1-N model, QDT model – see chapter 6), compared to measurement data and compared to
each other. Since the results contain insights into collector array behavior, they have to be handled as
confidential, and accordingly the figures used in this chapter are anonymized. The shown figures are
from the 2018 operating season and all relate to the same collector array.

For the 2-N model, the model parameters are those estimated with the parameter estimation
method described in chapter 8 and chapter 9.1, based on the measurement data of 2018. For the 1-N
model and the QDT model, the data sheet parameters are used. The chosen collector array consists
of four collector rows, and the outlet temperature was measured both as mixed temperature and in
each row individually; these measurements are compared to the 2-N model output.

The comparison in this chapter is based on three different cases; these have been selected to
contain interesting phenomena such as varying radiation levels, fluctuating inlet temperatures and step
changes in volume flow. All three presented intervals were not used for parameter estimation of the
2-N model, giving an impression of how the 2-N model behaves when applied to data that were not
used for training. These are the three cases presented in this chapter:

(A) Clear day with constant volume flow and small variations in inlet temperature (April 21st, 2018):
figure 57, page 99.

(B) Half-cloudy and half-clear day with some variability in volume flow and inlet temperature (April
18th, 2018): figure 58, page 100.

(C) Very variable day with high variability in radiation, volume flow and outlet temperature (June
14th, 2018): figure 59, page 101.
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Figure 57: Case A: Clear day with constant volume flow and small variations in inlet temperature.
(1) Top subplot: Output of the calibrated 2-N model (continuous black line) compared to measured
outlet temperatures (continuous red line: mixed array temperature, dashed lines: individual collector
row temperatures). (2) Middle temperature subplot: Comparison of mixed collector array outlet
temperature with model outputs: calibrated 2-N model, 1-N model and QDT model with data
sheet parameters. (3) The three bottom subplots hold the model residuals for the compared models.
The plots show structural model deficiencies of the 1-N and QDT models as well as considerable
residuals due to difference between data sheet and in-situ performance. 99 | 136
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Figure 58: Case B: Half-cloudy and half-clear day with some variability in volume flow and inlet
temperature. For a general description of the plots, please refer to figure 57. Model deficiencies
of the 1-N model become apparent mainly around volume flow changes (before 9:00) and around
temperature changes (before 13:00). The 2-N model with calibrated parameters (continuous black
line) closely follows the measured collector array outlet temperature (continuous red line) with small
residuals.
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Figure 59: Case C: Very variable day with high variability in radiation, volume flow and outlet tem-
perature. For a general description of the plots, please refer to figure 57. Radiation levels are very
different, in the chosen interval, ranging from fully diffuse radiation to high total radiation levels
above 1000 W/m2. Measured outlet temperatures show high variations, described with a reason-
able goodness of fit by the calibrated 2-N model. This indicates the potential of using the D-CAT
procedure in the context of plant control, in order to achieve more constant outlet temperatures
based on model-based or model-predictive control.
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9.3 Example results for radiation modeling

The application of the radiation model (see chapter 7.1) to the FHW plant is shown this chapter. The
differences between the measured irradiance on the top of collector and the modeled irradiance are
shown in figure 60 for a sunny day and in figure 61 for a cloudy day. The modeled irradiance is the
average total irradiance on the collectors, which accounts for the reduction of the diffuse irradiance
along the collector height. Relevant are conditions with no shading (grey background color). The
modeled irradiance is shown for the ISO and HD model with beam irradiance measurement (Tilted
Sensor Model (TSM) + Tilted Collector Model (TCM)) and without beam irradiance measurement
(Radiation Decomposition Model (RDM) + TSM + TCM). As can be seen in both figures, the
difference of the measured irradiance minus the modeled irradiance is positive, which means the
measured total irradiance is bigger than the modeled irradiance, i.e. the collectors are attributed a
too high irradiance. For clear days (high share of beam irradiance), the differences are small, as the
reduction of the diffuse irradiance does not affect the beam irradiance. A comparison between the
ISO TSM + TCM and HD TSM + TCM model shows, that the HD model predicts an average total
irradiance which is closer to the measured irradiance. The reason for this phenomenon is, that the
HD model classifies some part of the diffuse irradiance as circumsolar diffuse irradiance, which is
treated in the same way as beam irradiance with no reduction along the collector height. For clear
skies, the combination with a radiation decomposition model (no beam measurement) shows a very
similar prediction of the total titled irradiance both for the ISO and HD models. For a cloudy day, the
differences between measured and modeled irradiance are larger in relative terms and often as well in
absolute terms, as a comparison between figure 60 and figure 61 shows.

Figure 60: Measured and modeled radiations for a sunny day. Top: Measured irradiance with pyra-
nometer placed on top of the collector for total irradiance and pyrheliometer for beam irradiance.
Bottom: Deviations of measured vs. modeled average irradiance on the collectors.
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Figure 61: Measured and modeled radiations for a cloudy day. Top: Measured irradiance with pyra-
nometer placed on top of the collector for total irradiance and pyrheliometer for beam irradiance.
Bottom: Deviations of measured vs. modeled average irradiance on the collectors.

Figure 62 shows a comparison for July 2017 for total daily irradiances, excluding conditions with
external shading. The shares of the modeled irradiance in percent of the measured irradiance (bottom
plot) shows differences of up to 9%. This is true for 2017-07-14, which is a cloudy day. For clear days
with high irradiance, this is less of an issue. For example, for days with more than 4 kWh/(d m2) total
irradiance in July 2017, average shares are 97.2% (ISO TSM + TCM), 98.3% (HD TSM + TCM)
and 98.1% (ISO RDM + TSM + TCM) 98.8% (HD RDM + TSM + TCM) respectively.

The importance of radiation modeling for days with high diffuse irradiance is shown in figure 63,
which displays a comparison for the daily diffuse irradiances. The ISO TSM + TCM and HD TSM +
TCM are more exact, because they do not have to decompose the total radiation as do the ISO RDM
+ TSM + TCM and HD TSM + TCM models. In rare cases, the use of RDM models can lead to an
overestimation of the diffuse irradiance (2017-13 and 2017-14).
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Figure 62: Measured and modeled total daily irradiance (no internal and external shading) absolute
(top) and as a share of the measured irradiance (bottom).

Figure 63: Measured and modeled daily diffuse irradiance (no internal and external shading) abso-
lute (top) and as a share of the measured irradiance (bottom).
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The radiation modeling accounts for view obstructions. For the FHW plant with a row spacing of
3 m and collector tilt angle of 30◦ (see chapter 3.1), view obstructions due to collectors placed in front
can be significant. Lower parts of the collectors receive less diffuse irradiance than the spot where the
radiation is measured at the top of a collector in the middle of the field (the radiation setup is shown
in chapter 3.2). If the modeled average diffuse irradiance instead of the measured diffuse irradiance at
the top of the collector is used for Gd in the D-CAT 1-N equation (9) or D-CAT 2-N equation (12)
respectively, the estimation of the diffuse radiation incidence angle modifier Kd can be more accurate.

Using the modeled average diffuse irradiance instead of the measured irradiance for target/actual
comparisons allows a fairer comparison of the collector array performance. This is illustrated with the
Performance Check (PC) method, the most widespread in-situ test method (see chapter 2.3, page 19)
as shown in figure 64. One field of the FHW plant was evaluated with data from 2017. The limits of
the operating conditions were set in accordance with equation (5), listed in the right column of table 2.
The figure shows a comparison of the estimated thermal power output with equation (5), using (a)
the measured diffuse irradiance (left) and (b) the modeled average diffuse irradiance (right) as the
input for Gd. The evaluation shows that the collector array performance in case (a) is on average
-6.6% below the performance estimated from the data sheet (with fsave = 1 in equation (5)), whereas
in case (b) it is -4.7%, shifting the target/actual comparison in favor of the collectors. Note that
the diffuse share is relatively low as the operating condition limits require Gb > 600 W/m2. The
difference would be larger if operating conditions with a higher diffuse irradiance would be chosen.

Figure 64: Comparisons of measured thermal power and estimated thermal power based on the PC
method. Left: Measured diffuse irradiance is used for thermal power estimation (no correction due
to view obstructions in the collector array). Right: Modeled diffuse irradiance is used for thermal
power estimation (accounting for view obstructions), which shifts the target/actual comparison in
favor of the collectors.
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9.4 Solar yield guarantee

As explained in chapter 1.4, the solar yield is affected by multiple influencing factors like design,
components, operation, load and environmental conditions. The D-CAT method allows an in-situ
characterization of the collectors on a component level with the estimated collector parameters. These
parameters can be used for a target/actual comparison or solar yield guarantee, where the collector
manufacturer is not made liable for the way the collectors are actually operated. The basic idea is the
same as in the ISTT method (see chapter 2.3, page 20): The annual solar yield is simulated with data
sheet parameters (target) and estimated parameters (actual) with the following steps:

• Collector manufacturer certifies the collector and provides a data sheet with collector parameter
(“data sheet parameter”)

• Collector parameter of the behavior of the collectors in the field (“estimated/in-situ parameter”)
are retrieved by applying the D-CAT method to the collector array

• Simulations for the annual solar yield with the simulation tool are carried out with (a) “data
sheet parameter” and (b) “estimated/in-situ parameter”

• The solar yield guarantee is fulfilled if the annual solar yield in case (b) is larger than case (a)
minus safety factors (for uncertainties of the D-CAT procedure and other uncertainties)

To make such a procedure transparent and easy applicable, a standardized, pre-configured and
preferably open source simulation tool with previously defined boundary conditions (e.g. weather data
from test reference years of the location) should be used. This ensures that all parties can check the
simulations on their own.

This procedure is shown illustratively for the FHW plant. The D-CAT 1-N model has the same
collector parameter as the QDT model. Although the D-CAT 2-N model is superior for dynamic
modeling, estimated parameters of the D-CAT 1-N model for one collector array of the year 2017
were used, as standardized simulation tools for the QDT model exist. As for the yield guarantee
only the difference between two simulations matter, simple tools might be used as well, depending
on the complexity of the plant and operation. A possibility is the tool ScenoCalc (Solar Collector
Energy Output Calculator) [118], [119]. The tool is used by test institutes and certification bodies to
enable them to convert collector model parameters determined through standardized tests into energy
performance figures. ScenoCalc has been further developed for district heating applications, callled
ScenoCalcFW [120]. It includes heat exchanger, storage and the load curve of the district heating
network.

ScenoCalcFW has been used to illustrate the solar yield guarantee. A screenshot of the simplified
representation of an exemplary 1000 m2 array of the FHW plant in ScencoCalc FW is shown in
figure 65. Distribution pipes and the heat exchanger are included in the model. Weather data for Graz
are from Meteonorm [121]. Flow and return temperatures of the district heat network are similar to
the actual operation conditions.

Figure 66 shows the simulation results and its implications for the solar yield guarantee. The
annual solar yield according to the simulation with data sheet parameters is 364 kWh/m2y (on the
secondary side of the heat exchanger) and 351 kWh/m2y with estimated/in-situ parameters (-4.67%).
If a tolerance of 5% is agreed on beforehand, than the guarantee is fulfilled. Note that both simulations
will differ from the actual solar yield, but what counts is the difference.
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Figure 65: Screenshot of FHW plant representation in ScenCalc FW.

Figure 66: Annual yield comparison with data sheet parameter and estimated parameter.
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10 Discussion and conclusion

10.1 Discussion and lessons learned

The following points are important from the perspective of the authors:

• Importance of good modeling: The findings of the MeQuSo project show that the QDT
model and also a simple extension of it to collector rows (D-CAT 1-N model) are not able to
satisfactory explain the behavior of collector arrays under fully dynamic conditions. The D-CAT
2-N model is a simple extension, modeling fluid and metal temperatures separately, and is able
to accurately describe the measured experimental data. Inappropriate models lead to biased
and meaningless parameters; for the collector array test, we want reliable parameters, so using a
good model is mandatory. The 2-N model can be formulated as a nonlinear state-space model,
so the theory available for state-space models can be applied.

• Radiation measurement: Good quality radiation measurement is crucial, ideally providing beam
and total/diffuse radiation as separate inputs. The importance of good radiation measurements
is not a surprising result, but is not an easy task for in-situ measurements. Within the MeQuSo
project, the DNI at the FHW plant was measured with a pyrheliometer mounted on an active
sun tracker; this is only possible within a research project and not in general due to economic
restrictions. Sensor cleaning was done by hand. The pyrheliometer was much more affected by
soiling than the pyranometer, who was directly exposed to rain and had a ventilation unit. The
installation of an “air shield” for pyrheliometer soiling prevention (e.g. “AirShield R© DNI” [122])
is worth considering. Another alternative is the use of a sensor that measures both direct and
diffuse irradiance in one device (e.g. Sunshine Pyranometer SPN1 [10]) and does not require a
sun-tracker. A much simpler alternative is to measure total radiation in the collector plane and
use a model to calculate beam and diffuse from total radiation as it is possible with auxiliary
models used in the D-CAT method (see chapter 7.1).

• Between-collectors measurements: In one of the collector rows of the investigated FHW
plant, temperatures between collectors in one collector row have been measured. The goal was
to possibly gain more insight about the collector efficiency at different temperature levels within
an array. Although all temperature sensors were calibrated in the lab before being installed
in the field, and although the installation and flow situation of the sensors was ideal, these
measurements hardly provided new insights. This is because the sensor measurement uncertainty
was simply too large, the temperature difference between single collectors small due to the large
absolute volume flows in collector arrays. For collector arrays, it seems not to make sense to
measure temperatures within a serially-connected row of collectors, unless different types of
collectors are mixed.

• Combination of methods: Prior to applying D-CAT as a sophisticated method, pre-evaluation
of the collector array performance with simpler methods is important. In particular, the
Performance Check (PC) method (see chapter 2.3) seems to be a promising and simple way
for a quick first analysis. While this method does not provide deeper insights into the physical
effects causing the observed collector array behavior, having simple and reliable results at hand
surely helps to understand and apply the more detailed but also more costly D-CAT method.

• External shading: In order to reduce the number of unknown or not well-known influencing
factors, for the development of the D-CAT method external shading on the collector array
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(shading from surrounding objects) was explicitly excluded. For a more widespread application
of the method, external shading should be treated in a different and generally-applicable way,
including already available methods [123] and possibly machine learning methods.

• Validation and optimization: In the MeQuSo project, the D-CAT method has been applied
to several large-area collector arrays, with several different method setups and options. The
outputs of the validation process revealed interesting and helpful insights, but overall not all
unsuccessful applications of the test method could be resolved, and some remained hard to
explain. The global optimization algorithm sometimes got stuck in a local minimum, despite
trying a multitude of algorithms and adjusting their settings following literature advice; the
optimization was a very lengthy process taking several hours to deliver the parameter estimates.

• Framework and software implementation: D-CAT is designed to run a fully automated
collector array test, and this automation was proven in the MeQuSo project. The main drawback
of the current implementation is that it requires a software tool which is able to perform
the data handling automatically including pre-processing, filtering, parameter estimation and
presentation of the results. All steps of the procedure are described in detail in the present
document, such that solar companies, certification bodies or research institutes can implement
the procedure on their own. But this requires programming skills and senior expertise in data
handling. It is questionable whether it makes sense for many institutes to have their own software
implementations, as there is always considerable freedom in how such methods are implemented
as a software, and the final implementations would very probably not yield perfectly comparable
results; see also the unsatisfactory experiences from the round-robin tests in [12].

10.2 Conclusion

Summary of the D-CAT method

The D-CAT method is a new test procedure for collector arrays, which allows a characterization of
the deployed collectors in the field with a set of parameters, similar to the parameters delivered by
the QDT method in Solar Keymark/ISO 9806 for single collectors. The collector parameters of the
D-CAT method describe the collectors’ behavior based on measurements of the collector array taken
from normal system operation. The in-situ collector parameters capture the current condition of the
collector array and their actual, “real-world” performance. In this sense, the D-CAT test provides a
detailed and realistic characterization of collector arrays as a technical component in energy systems
and extends the QDT method to collector arrays.

Performance reductions that concern the collectors on a component level (such as soiling, broken
insulation, faulty foil tension etc.) are reflected in the estimated parameters: For instance, heavy
soiling of the outer collector cover will be reflected in worse optical parameter values, compared to
clean collectors. Collectors with broken insulation or faulty foil tension will have higher heat loss
coefficients. On the other hand, performance relevant factors which do not accrue to the collectors are
separated and not attributed to the collectors on a component level. Examples for such factors include
system control, weather conditions, collector array geometry and hydraulic setup. The assessment
(and responsibility) of the performance of the deployed collectors (that the collectors were in the
appropriate condition when installed on-site and after some time in operation) and the performance of
the whole array can thus be separated. Having in-situ collector parameters as test outcome combined
with an appropriate collector array model is the most general way to perform in-situ testing. The
following use cases are possible for the D-CAT method:
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1) Commissioning: Target/ actual comparison with guaranteed thermal power output/yield. This
brings clarity into the risk sharing between manufacturer and plant operator. The D-CAT method
can both be used for thermal power output and yield guarantees.

2) Surveillance: Detecting trends by running the D-CAT test repeatedly, in a model-based condition
monitoring setting. Changes in the collectors can be observed on a detailed single-parameter
level, allowing to understand the observed system behavior. The parameters allow a direct
physical interpretation that can be used to take predictive maintenance actions.

3) Control: The D-CAT yields a calibrated collector array model which can be used for model-based
or model-predictive control for collector arrays. Collector arrays have high latency due to long
fluid travel times, so model-based control has the potential to improve control quality resulting
in constant outlet temperatures and increased efficiency.

4) Testing at different locations: Transparent comparison of collector arrays, independent of
local weather and operational differences such as control or temperature levels (the D-CAT
model helps separate these “extrinsic” factors from the collector performance on a component
level).

Innovations and unique features of the D-CAT method

What makes the D-CAT method unique is the combination of the following features, developed in the
MeQuSo project:

• In order to have a LST collector array tested with D-CAT, the first step is to configure a few
basic parameters (collector area, tilt angle etc.); this is a one-off and straightforward step. Once
this configuration is done, the test procedure runs automatically including data pre-processing,
optimal selection of measurement intervals and parameter estimation. As final result, D-CAT
can deliver KPIs (thermal power guarantee fulfilled, energy yield forecast) as well as model
parameters that characterize the collector array (optical and thermal parameters, heat losses,
thermal capacities etc., see table 12 on page 94).

• D-CAT allows performance assessment for both thermal power output and solar energy yield by
providing collector parameters which reflect the current condition of the LST system.

• Clear separation between the performance of the collectors on a component level from their use
in the field, by correcting for local weather conditions, pipe losses, heat exchanger performance,
control strategy, row spacing, etc. for which the collector manufacturer or maintainer does not
bear responsibility. This setup allows for a fair assessment of the collectors under “real operating
conditions”.

• D-CAT is applicable with measurement instrumentation as it is commonly available in LST
collector arrays: Inlet and outlet temperature, volume or capacity flow, total radiation in collector
plane. Sensor positioning, number of sensors and sensor accuracy as they are commonly available
are sufficient to apply the D-CAT test. Of course, as usual when measurements are done, lower
quality input data deliver lower quality test results.

In the MeQuSo project we used high precision measurement instrumentation in order to exclude
measurement uncertainty from the method development. Temperatures and volume flow were
measured in the solar circuit, and solar radiation was measured separately as direct and diffuse
radiation. This is not a necessary requirement for applying D-CAT: In case temperature and
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volume or capacity flow measurements are not directly measured in the solar circuit, piping and
heat exchanger have to be included in the analysis; this is described in chapters 7.2 and 7.3. In
case radiation is measured only as total radiation (horizontally or in collector plane, as commonly
available for LST), additional models can be used to obtain direct and diffuse irradiance as split
measurements. This is described in chapter 7.1.

• Dynamic collector array models have been developed as PDE-based dynamic models that extend
the QDT model to the needs of collector arrays. Choice between different collector array models:
(1) Either the 1-N model (chapter 6.4) to have comparability with parameters obtained by the
QDT laboratory test according to QDT/ISO 9806 [10]. (2) Or the 2-N model (chapter 6.5) to
have a model without structural deficiencies and better agreement with the measurement data
of large collector arrays.

• Use of the developed dynamic models in a grey-box setting to calibrate the models by estimating
their parameters from measurement data. Use of a global optimization based parameter
estimation method including treatment of measurement uncertainty to some extent.

• D-CAT can make use of fully dynamic measurement inputs, i.e. data from the normal plant
operation can be used with very little restrictions. The QDT test substantially restricts the
dynamic range of measurement data to be used as test inputs; that makes sense, but is a
limitation due to the fact that the QDT model can only explain such data. For the D-CAT
method, much more data compared to the QDT test can be used for the parameter estimation
because the developed dynamic models have a large range of validity. There is no need to run
special test sequences or to use only data with quasi-dynamic or quasi-stationary operating
conditions.

• A new data selection methodology has been developed, following Design of Experiments principles:
A statistically optimal data selection procedure selects the most informative chunks of input
data for the parameter estimation problem and avoids overfitting.

• As a collector array test method, D-CAT can be run periodically for long term performance
evaluations and surveillance, providing a possibility to detect long term trends and to evaluate
maintenance measures (e.g. cleaning of collectors, adjusting foil tensions etc.), since changes of
collector characteristics are reflected in the test parameters. The method is multi-purpose and
can be applied for commissioning, surveillance, control and comparison of collector arrays, even
at different geographic locations.

• The D-CAT method can be used for performance monitoring (“model-based condition monitoring”)
and detailed assessment of LST plants: The estimated model parameters, obtained as a
multivariate random variable, reflect the current condition of the tested LST plant. The
parameters have a straightforward physical interpretation: In particular, the D-CAT approach
enables one to separate weather influence from the behavior of the collector array, seen as a
technical component. This yields a clear and concise answer to risk sharing among involved
stakeholders, e.g. investor, plant operator and collector manufacturer.
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11 Outlook

As a result of the MeQuSo project, the D-CAT method is currently in a proof of concept state. The
D-CAT method has the potential to be established as a central tool that enables clear risk sharing
among the stakeholders involved in the realization of LST plants, such as investors, plant designers,
operators and collector manufacturers. A stringent quality assessment and performance guarantee
method like the D-CAT method eventually improves trust and financial security in large solar thermal
projects; the long-term reliability of the technology can be proven to decision makers and investors.

However, the method has not yet been deployed on a broad scale. Below is an outlook of promising
further developments, structured into three groups: (1) Widespread validation, (2) Further method
development and (3) Software tool development.

Widespread validation

• Comparison of in-situ methods: A long-term perspective is to standardize the method.
Current developments regarding standardization are targeting in-situ performance. Since 2018,
the ISO 9806 [10] method for single collector test is allowed to be performed either in the
laboratory or in-situ. In the ISO/TC 180 standard under preparation [124] there is a new work
item with a proposal for a simple method for checking collector array performance. The D-CAT
method distinguished itself from the ISO 9806 [10] method by being applicable to the whole
collector arrays rather than a single collector and from the ISO/TC 180 method by estimating
parameters. Although these two methods in general are good approaches to in-situ testing, the
use case not covered by these methods is a solar yield guarantee of the whole collector array,
which is what really matters to investors. Standardization is a long-term perspective and first
requires more practical experience and validation. A systematic comparison and possibly merge
of in-situ test procedures for collector arrays would be a necessary and promising next step.

• Application to more LST plants: To spread the application and to validate the method, it is
necessary to gain more practical experience with the method in terms of applying it a broader
variety of plants. These plants should have different flat plate collector types, array geometries
and hydraulic configurations, climatic conditions, operating strategies, measurement setups,
etc. Given the current TRL level, this should be done within scientific research projects, where
measurement data of large scale solar thermal plants have already been collected, like the project
“Begleitforschung” for large solar thermal plants in Austria [125] [126]. However, initiatives on a
European level would be preferable in order to include more data, widespread technologies and
different climates. A web-based dissemination of solar thermal plants like solarheatdata.eu
[47] could increase the transparency of in-situ performance, allow a transparent comparison of
deployed collector arrays and increase the trust in the solar thermal technology.

• Integration of other collector types: In the current state of development, the D-CAT method
is limited to flat plate collectors. This restriction was linked to the fact that for the MeQuSo
project only measurements from flat-plate collector arrays at the FHW plant were available. The
framework of the D-CAT method allows the extension to other collector types such as evacuated
tube or CPC collectors. To do so, the the 2-N model (equations (12) and (13) in chapter 6.5)
need to be adjusted with terms adapted to the respective collector types. This might require
two-axis incidence angle modifiers, radiative heat losses, etc.
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Further method development

• External shading: Another topic is the selection of operating conditions without external
shading. If there is a software tool available to apply the D-CAT test, this might be the main
effort in applying the method. Possible solutions might be (1) to use GIS tools, (2) automated
detection of shading pattern by a camera mounted on site, or (3) an estimation of external
shading pattern solely based on measurement data (reduced thermal power output) with a
non-parametric model and the subsequent exclusion of these data, as described in [123]; a
distinction between performance reductions by shading or other factors, however, might pose
some challenges.

• Parameter estimation: The D-CAT method is based on parameter estimation in a numerically-
solved nonlinear dynamic model; a multitude of difficulties are commonly reported in literature for
such models (see [99], for instance). Overall, we can confirm these difficulties: Our experiences
with the parameter estimation process indicate that some regularization methods might be
required to improve the parameter estimation process and results, for instance variants of
Tikhonov regularization as explained for a similar problem setup in [98]. A more comprehensive
assessment of measurement and process noise would also deserve more attention, to state the
D-CAT model as a stochastic state-space model. More sophisticated estimation maximum-
likelihood or Bayes-based estimation techniques could be used, as formulated for instance in
[61] [100] [101]. Further development of the method towards online application would be a
very interesting extension, towards application in a real-time plant surveillance setting and
online parameter estimation; the expertise in this field was limited within the MeQuSo project
consortium. In order to do so, appropriate parameter estimation techniques, e.g. Kalman filter
based methods, would be required. The methods explained in Sarkka [127] are based on the
Unscented Kalman Filter (UKF) for state estimation of nonlinear systems and would be an
improvement of the currently used technique in the D-CAT method.

• Plant control: As an outcome of a system test, D-CAT provides a reliable calibrated collector
array model based on in-situ parameters. While model-based (predictive) control of solar plants
is a somewhat studied field (see, for instance, [128] [129] [60] [130]), the outcomes of a D-CAT
collector array test add knowledge and information that can be used to improve the control of
LST systems: The use of a nonlinear model with calibrated parameters from in-situ operation
for model-based (predictive) control is a new field of application yet to be established. Model-
based control strategies typically use data sheet parameters which can be off. Using in-situ
parameterization instead of data sheet parameters better represents the collector array and its
outlet temperature. This could be used for model based (predictive) control, leading to more
stable temperature output and increased energy yield. For control purposes, osne basic options
is to use a nonlinear model such as the D-CAT 2-N model (see chapter 6.5), as described in de
Andrade [131]. Another option is to linearize the nonlinear D-CAT 2-N model around the current
operating point, or to use a more advanced approach such as multilinear model approximations
as described in Pangalos [132].

Software tool development

• Open source: To arrive from a proof of concept to a widely-adopted test method, the authors
recommend the development of a publicly available open source software tool. A central open
source tool would decrease the overall implementation cost, make the method consistent, improve
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software and method quality and ease the application. Such a tool also has the potential to
improve the core software part (e.g. compiled, parallelized code) and to include improved
modeling and parameter estimation theory.

• Improved implementation: The implementation of the D-CAT requires a common framework,
which needs to cover data handling, modeling, optimal data selection and parameter estimation
as main parts. While all these steps have been addressed and implemented in the MeQuSo
project, an improved implementation relying on open source packages to be shared in the
community would add value to the project results. To apply the D-CAT method, considerable
computational effort is required, in particular for the global optimization. The main steps include
data pre-processing and validation, pre-modeling data (e.g. radiation model), implementing
the dynamic model, selecting test intervals and performing the parameter estimation. A more
widespread application requires more expertise, mainly for improving the software part.

Nonlinear system identification is an active research topic, as documented in the 120-page docu-
ment [133]. A central tool has the potential to include advances in the field, e.g. combinations
of parameter estimation and machine learning [134]. The central tool should be based on an
open source language like R or Python, and the implementation should rely on state-of-the-art
and well-maintained open source software packages, particularly for the parameter estimation
and uncertainty estimation parts. Among the options to be considered is the R package dMod
[135]. Python has important packages like statsmodels [136] and PyMC3 [137], currently being
released as PyMC4 and rebased on Tensorflow. The optimization part can rely on reliable
packages like Pyomo [138] [139]. GEKKO [140] is emerging as a promising modeling and
optimization suite. The software Dakota [141], developed by Sandia National Laboratories, is an
open source software and was used by ISE in [142]; it is a feature-rich software but has a small
user community compared to the options stated above.

Another option would be to implement the system in Modelica combined with one of the many
optimization approaches such as JModelica or Optimica [143] [144] [145] [146]. Several authors
have been working on parameter estimation approaches based on the general FMI standard; this
is an active international research field with numerous approaches developed in the recent years
[147] [148]. Bonvini [149] developed a UKF-based parameter estimation framework, Bonilla
[150] an open source package called Optifmus, Vanfretti [151] the RaPId toolbox. The state of
development and maturity of these approaches and tools is very different, some have compatibility
issues, some were merely prototypes, some have be abandoned at all. One of the more recent
developments, ModestPy [152] – under development – seems to be a promising approach.

• Graphical user interface (GUI): A GUI for the D-CAT test would certainly help spread the
method, enabling users with basic computer knowledge to apply the procedure. A GUI would
also ease the standard task of configuring a collector array to apply the test. Another topic
might be the development of an integrated software tool covering the life cycle of dimensioning,
operation and monitoring of LST plants. This would allow to configure the tool just once; in
order to apply the plant monitoring, it would be enough to just add the measurement data.

• KPI calculation: As an outcome of the D-CAT method, we have a calibrated physical model
representing the plant operation over a very wide range of operating conditions. The calibrated
model can be used in a simple forecasting tool (such as ScenoCalcFW [120], for instance), to
calculate forecast KPIs such as solar energy yield and energy cost (LCOE). The model parameters
estimation additionally delivers the uncertainty structure of the parameters. This information
can be used together with an uncertainty propagation method (such as the Unscented Transform

114 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

[109], for instance) to quantify the uncertainty of an energy yield or other KPI forecast in terms
of confidence intervals. This is a step of major importance: Being able to quantify forecast KPI
uncertainty allows stakeholders to take informed, reliable decisions based on observed real-life
operation of LST plants.
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12 Appendix

12.1 List of abbreviations

Abbreviation Description
D-CAT Dynamic Collector Array Test
DNI Direct normal irradiance
DSC Dynamic solar collector (test method)
ESCo Energy Service Company
FHW Fernheizwerk (plant)
GUM Guide to the expression of uncertainty in measurement
HD Hay-Davies (model)
IAM Incidence angle modifier
ICC In-situ Collector Certification (test method)
ICCP In-situ Check of Collector Array Performance (test method)
ICFT In-situ Solar Collector Field Test (test method)
ISO Isotropic (model) / International organization for standardization
ISTT In-situ Short Term Testing (test method)
KPI Key performance indicator
LCOE Levelized cost of energy
LCOH Levelized cost of heat
LST Large solar thermal system
MLR Mulitple linear regression
NDM New dynamic method (test method)
ODE Ordinary differential equation
O&M Operation and maintenance
PDE Partial differential equation
PC Performance Check (test method)
RMSE Root-mean-square error
QDT Quasi-dynamic test
RDM Radiation decomposition model
SDH Solar district heating
TCM Tilted collector model
TSM Tilted sensor model
WLS Weighted least squares
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12.2 List of symbols

Symbol Description Unit
A area m2

AG gross area of collector array m2

AG,col gross area of collector as defined in ISO 9488 m2

Ai anisotropy index —
AP,col aperture area / absorber plate area of collector m2

a1 1-N model : Collector heat loss coefficient at T − Ta = 0 W/(m2K)

(as in QDT model of ISO 9806:2017 [10])
2-N model : Heat transfer coefficient from absorber to W/(m2K)

ambient at Tm − Tf = 0

a2 1-N model : Temperature dependence of collector heat loss W/(m2K2)

coefficient (as in QDT model of ISO 9806:2017 [10])
2-N model : Temperature dependence of heat transfer W/(m2K2)

coefficient from absorber to ambient
a3 wind speed dependence of the collector heat loss coefficient J/(m3K)

a4 sky temperature dependence of the collector heat loss
coefficient

—

a5 effective thermal capacity of the collector J/(m2K)

a6 wind speed dependence of the zero loss efficiency of the
collector

s/m

a7 wind speed dependence of infrared radiation exchange of the
collector

W/(m2K4)

a8 radiation losses of the collector W/(m2K4)

ASL sea level m

b0 incidence angle modifier (IAM) —
cf specific heat capacity of fluid J/(kg K)
Drow row spacing of collector array m

dsens distance of radiation sensor from collector plane m

EL longwave irradiance, λ > 3µm W/m2

fsave safety factor (for PC method) —
F ′ collector efficiency factor —
Fc−g view factor collector to ground —
Fc−s view factor collector to sky —
FR collector heat removal factor —
G,GT total / hemispherical solar irradiance on collectors (measured or

corrected with radiation model)
W/m2

GH total / hemispherical solar irradiance on horizontal plane W/m2

Gb, GbT direct solar irradiance on collectors W/m2

GbH direct solar irradiance on horizontal plane W/m2

Gc, GcT circumsolar irradiance on collectors W/m2

Gd diffuse solar irradiance on collectors (measured or corrected
with radiation model)

W/m2

117 | 136



Energy Research Programme - 1st submission
Austrian Climate and Energy Fund – Adminstrated by Austrian Research Promotion Agency

Table 14 – continued from previous page
Symbol Description Unit
Gd,avg modeled average diffuse solar irradiance on the collectors,

accounting for the obstructed sky and ground view for
collectors within the array

W/m2

GdH diffuse solar irradiance on horizontal plane W/m2

Go extraterrestrial radiation W/m2

Hcol collector height m

Hground height of collectors above ground m

Hs shading height m

hsens position of sensor relative to top of collector m

Kb incidence angle modifier for direct solar radiation —
Kd incidence angle modifier for diffuse radiation —
kT clearness index —
L length m

Lcol length of collector m

Lrow length of collector row m

Ls length of shadow on collector row m

ṁ mass flow rate kg/s

ṁl mass flow rate through one absorber tube kg/s

ṁpri mass flow rate primary side (solar circuit) kg/s

ṁsec mass flow rate secondary side kg/s

ṁsp specific mass flow rate per collector area kg/(m2s)

(mc) effective heat capacity of collector per collector area J/(m2K)

(mc)f effective heat capacity of collector heat transfer fluid per
collector area

J/(m2K)

(mc)m effective heat capacity of solid part of collector (array) per
collector area

J/(m2K)

(Mc) total effective heat capacity of collector J/K

(Mc)fin total effective heat capacity of one absorber fin per unit area J/(m2K)

(Mc)∆x total effective heat capacity of collector element J/K

ncol number of collectors in the collector array —
nfront number of front rows —
nback number of back rows —
Q̇sp specific power output of collector (array) W/m2

Q̇est estimated thermal power output of collector array (for PC
method)

W/m2

Q̇sec power output on secondary side W/m2

Rb ratio between beam radiation on the horizontal and the tilted
surface

—

S, Sb shading coefficient / shading share for beam radiation —
Sd shading coefficient / shading share for diffuse radiation —
t time s

u surrounding air speed m/s

u′ reduced surroundings air speed: u′ = u− 3 m/s m/s

T collector (array) mean temperature ◦C

Ta ambient air temperature ◦C
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Table 14 – continued from previous page
Symbol Description Unit
Tf fluid temperature ◦C

Tf (x, t) fluid temperature at position x in the collector array ◦C

Tm(x, t) solid (metal) temperature at position x in the collector array ◦C

Tin inlet temperature (of collector / collector array) ◦C

Tout outlet temperature (of collector / collector array) ◦C

UL overall collector heat loss coefficient W/(m2K)

Vf collector array fluid volume m3

V̇ volume flow m3/s

V̇sp specific volume flow per collector area m3/(m2s)

w distance between absorber tubes m

Wcol collector thickness m

x axial co-ordinate along the flow direction m

Greek letters
α convective heat transfer coefficient between Tm and Tf W/(m2K)

α′ volume flow dependence of convective heat transfer kg/(s2m3)

β tilt angle of collectors in array rad

γ azimuth of collector array rad

∆T temperature difference K

∆x length of collector element m

ζ ground tilt angle rad

η0,b peak collector efficiency (η0,b at T − Ta = 0 K) on beam
irradiance Gb

—

η0,hem peak collector efficiency (η0,hem at T − Ta = 0 K) on
hemisperical irradiance G

—

θ parameter vector —
θcol angle of incidence between sun and collector plane rad

θz incidence angle on horizontal surface rad

κsens external shadow angle rad

λ latitude ◦

ρf fluid density kg/m3

ρg ground reflectance coeffient —
σ standard deviation —
σSB Stefan-Boltzmann constant W/m2 ·K4

(τα) effective transmittance absorptance product —
φ longitude ◦

φst longitude of standard meridian ◦
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12.3 List of figures

1 Risk sharing in large solar thermal projects: The main parties involved in the realization
and operation of a large solar thermal plant (operator, investor, heat consumer etc.)
interact in many ways along the project steps from planning phase to ongoing operation.
This figure displays their interests and responsibilities. . . . . . . . . . . . . . . . . . 11

2 System boundaries for test methods. The D-CAT method has the system boundaries
“Collector array without distribution pipes”. . . . . . . . . . . . . . . . . . . . . . . . 16

3 Comparison of monthly solar yield over 10 years. For one installation, the monthly
solar yields are plotted over 10 years of operation. Grouping by month reveals outliers
(e.g. May 2019) which need to be systematically analysed. Source: SOLID. . . . . . 22

4 Thermal power output of a solar collector array vs. incoming radiation: The specific
power output [W/m2] (left axis) is plotted over one day and compared with the radiation
on the collector array [W/m2] (right axis). Source: SOLID. . . . . . . . . . . . . . . 22

5 Input-Output diagram [47] evaluation of the large scale solar thermal installation at
Silkeborg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

6 Collector array of FHW plant with ground-mounted collectors. Source: SOLID, Picfly.at
Thomas Eberhard. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

7 Collector mountings at the FHW plant. . . . . . . . . . . . . . . . . . . . . . . . . . 26
8 Measurement setup of the FHW plant, with sensor positions, position of solar tracker

and webcam (adapted from Google Maps). . . . . . . . . . . . . . . . . . . . . . . . 30
9 The volume flow sensors require settling sections upstream and downstream of the sensor. 31
10 Temperature measurement at the mixed outlet of all rows of one collector array (left).

Temperature measurement between collectors (right). . . . . . . . . . . . . . . . . . 31
11 Pyranometer (top left), ambient temperature sensor with ventilation unit (middle left),

wind sensor (bottom left) and radiation platform including pyrheliometer and unshaded
and shaded pyranometer (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

12 Mounting of webcam at FHW plant (left) and sample picture (right). . . . . . . . . . 33
13 Thermodynamic properties of the FHW heat transfer fluid, compared to Tyfocor L R©:

density (left) and heat capacity (right). . . . . . . . . . . . . . . . . . . . . . . . . . 34
14 View towards south with transport distribution pipe (left) and view towards west (right)

of FHW plant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
15 Screenshot of the SketchUp 3D model for the FHW plant. . . . . . . . . . . . . . . 35
16 Periods with no external shading (top) and daily hours with shading-free periods

(bottom) for the FHW plant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
17 Soiling of pyrheliometer in winter (top left), broken glass of collector shortly after

inauguration (top right), soiled collector (bottom). . . . . . . . . . . . . . . . . . . . 37
18 Performance boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
19 Calculation of model inputs for different measurement points. . . . . . . . . . . . . . 42
20 Overview of the D-CAT method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
21 Low precision measurement setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
22 High precision measurement setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
23 Representation of FHW plant (with main vertices) as a graph in ADA. . . . . . . . . 49
24 Ambient temperature as an example of how RawDatapoints are implemented in ADA.

Left: command window view with clickable links. Right: properties of the RawDatapoint
object. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
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25 Model parameters of the QDT model depend on the chosen averaging time: Quadratic
heat loss coefficient (a2, top) and heat capacity coefficient (a5, bottom) resulting from
MLR regression are plotted over the chosen averaging time (x axis). . . . . . . . . . 55

26 Exemplary application of the 1-N model to a 1-hour interval of data from one of
the FHW collector arrays. While the modeled flow temperature roughly follows the
measured temperature (upmost subplot), the model output shows some clear structural
deficiencies (e.g. around 9:30). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

27 Volume flow dependence of the convective heat transfer coefficient α on volume flow
through a collector array. A simple linear correction model has been used in the present
D-CAT 2-N model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

28 Histogram of wind speeds at the site of the FHW plant in Graz for the year 2018.
Wind speeds are consistently in a very low range with practically no high wind speed
data available at the FHW site; the same is true for the other two measured years,
2017 and 2019. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

29 Schematic drawings of hydraulic setup of large-area harp collector (left) and exemplary
collector array using harp collectors (right) [49]. The exact dimensions are not important
here and are just exemplary values. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

30 Comparison of collector row outlet temperatures and the mixed collector array outlet
temperature. For one of the FHW collector arrays consisting of four collector rows,
the four collector row outlet temperatures are plotted in the top subplot (dotted lines).
The solid line is the array outlet temperature, measured after the four collector row
mass flows are mixed; this is the temperature modeled by the D-CAT 2-N model.
The subplot in the middle depicts the total collector array volume flow that results in
fluctuating return temperatures. For less dynamic operating conditions, the travel time
differences among the collector rows are much less significant. . . . . . . . . . . . . 62

31 Exemplary application of the 2-N model to the same collector array and the same 1-hour
interval as in figure 26. Apparently, the 2-N model (with 100 numeric discretization
compartments in flow direction) does not show the same structural deficiencies as the
1-N model and is capable of an accurate enough description of the flow temperature. 62

32 Domain of model validity for the D-CAT 2-N model: The requirements are that there
is no shading on the tested collector array, and that the pump has been in operation
for at least 5 min. All other dynamics (in radiation, volume flow and inlet temperature)
are accepted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

33 Internal and external shading of FHW plant. The core area labelled “no shading” marks
the data intervals that can be used with the D-CAT method for data selection and
parameter estimation of the FHW collector arrays. . . . . . . . . . . . . . . . . . . . 64

34 Uniform spatial grid along the collector array main flow direction, represented by the x
axis (0 = collector array inlet, 1 = collector array outlet). Note the non-uniform grid
at inlet and outlet of collector array. . . . . . . . . . . . . . . . . . . . . . . . . . . 66

35 Visual representation of the fluid temperatures (hidden states) along the main flow
direction of a collector array, from inlet temperature (bottom) to outlet temperature
(top) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

36 Histogram of α, the convective heat transfer coefficient between metal and fluid part
in the D-CAT 2-N model, calculated using the calculation drafted above. . . . . . . . 69

37 Example of internal shading at the FHW plant and irradiance reductions (left) compared
to a pyranometer placed on top of a collector row (right) lead to non-uniform irradiance
distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
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38 Overview radiation modeling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
39 Internal shading calculation [71]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
40 Internal shading of the FHW plant. . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
41 Erbs correlation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
42 Radiation model with visualization of the discretization segments. . . . . . . . . . . . 76
43 Reduction of the sky view factor along the collector height for 3 m and 6 m row spacing

and 30◦, 45◦ and 60◦ tilt (azimuth = 180◦ (south), height above ground = 43.5 cm,
ground tilt = 0◦, horizon view obstruction angle = 0◦). . . . . . . . . . . . . . . . . 77

44 Reduction of the sky view factor along the collector height for 3 m row spacing (left)
and 6 m row spacing (right) and 30◦ , 45◦ and 60◦ tilt, and 0◦ and 7◦ horizon view
obstruction angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

45 Problems with clustered and correlated measurement data, represented here by a cross-
sectional plot of collector array temperature over total irradiance, based on 1-minute
data for the year 2017. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

46 Top: Collector array temperature vs. total radiation (same data as in figure 45),
condensed here as 1-hourly mean values, so there is one dot for each of the approx. 500
candidate intervals. Bottom: Exemplary result of the optimal data selection process,
selecting 25 out of the approx. 500 available intervals. The data selection gives
precedence to the more extreme data. . . . . . . . . . . . . . . . . . . . . . . . . . 85

47 Top subplot: Distribution of days containing at least one valid 1.5-hour interval for
the collector array test. The period from October to mid-March had to be excluded
due to shading. Bottom subplot: Distribution of the days containing one or more
optimally-selected intervals, as described in chapter 8.2. . . . . . . . . . . . . . . . . 86

48 Distribution of the model predictors used in the D-CAT 2-N model, displayed as
histograms and correlation plots. The top figure includes the full set of approx. 500
intervals available for one of the FHW collector arrays in one year of operation. The
bottom figure includes the 20 optimally-selected intervals. . . . . . . . . . . . . . . . 87

49 Histograms and covariances of the model parameters, based on the final estimation
results for one collector array and one particular measurement season. The motivation
and reasonings behind this plot are explained in chapter 8.3. The confidence regions
were calculated following equation (41). . . . . . . . . . . . . . . . . . . . . . . . . 90

50 Illustration of the D-CAT parameter estimation process: Based on 9 model parameters,
the collector array is simulated for each of the 20 optimally-selected measurement
intervals. The WLS cost function is calculated using simulation output, target output
and uncertainty from the experimental data. The optimizer proposes a new set of
parameters and repeats the process until some cost minimum is found. . . . . . . . . 91

51 Visualization of the optimization process and estimated model parameters for one
particular collector array, based on experimental data from one particular operating
season. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

52 Example output of the condition monitoring using the D-CAT method, displayed in
terms of a classical collector efficiency curve. The curves compare data sheet behavior
with efficiency behavior at commissioning and after several years of operation. . . . . 93

53 Dirt depositing on the outer collector cover is the main responsible for deteriorated
incidence angle modifier (IAM) values. Right: Example output of IAM curves, comparing
IAM values from the data sheet with the condition at plant commissioning and after 4
years operation, based on the estimated 2-N model parameter b0. . . . . . . . . . . . 93
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54 Histogram of model residuals, for one particular collector array and operating season,
including all 20 selected optimal intervals. Mean and standard deviation are µ = 0.11
K and σ = 0.60 K, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

55 Histogram of model predictors of the D-CAT 2-N model. Top: All 479 available
1-hourly intervals for one collector array of the FHW plant, for one particular operating
season. Bottom: Optimal data selection selects 20 out of the available intervals (see
chapter 8.2). The clustering of input data (described in chapter 8.2) is visible in the
top plot as non-uniform distributions. For instance, the top right histogram in the top
plot has the temperature difference between collector metal and ambient temperature.
Most intervals are around 55..70 K; the optimally-selected intervals are de-clustered
and include more extreme data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

56 Plot of residuals vs. predictors (model inputs), for one particular collector array and one
particular measurement data interval. The residuals plot shows the typical behavior,
with higher residuals occurring mostly when radiation input has sharp changes coming
from intermittent clouds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

57 Case A: Clear day with constant volume flow and small variations in inlet temperature.
(1) Top subplot: Output of the calibrated 2-N model (continuous black line) compared
to measured outlet temperatures (continuous red line: mixed array temperature,
dashed lines: individual collector row temperatures). (2) Middle temperature subplot:
Comparison of mixed collector array outlet temperature with model outputs: calibrated
2-N model, 1-N model and QDT model with data sheet parameters. (3) The three
bottom subplots hold the model residuals for the compared models. The plots show
structural model deficiencies of the 1-N and QDT models as well as considerable
residuals due to difference between data sheet and in-situ performance. . . . . . . . . 99

58 Case B: Half-cloudy and half-clear day with some variability in volume flow and inlet
temperature. For a general description of the plots, please refer to figure 57. Model
deficiencies of the 1-N model become apparent mainly around volume flow changes
(before 9:00) and around temperature changes (before 13:00). The 2-N model with
calibrated parameters (continuous black line) closely follows the measured collector
array outlet temperature (continuous red line) with small residuals. . . . . . . . . . . 100

59 Case C: Very variable day with high variability in radiation, volume flow and outlet
temperature. For a general description of the plots, please refer to figure 57. Radiation
levels are very different, in the chosen interval, ranging from fully diffuse radiation to
high total radiation levels above 1000 W/m2. Measured outlet temperatures show high
variations, described with a reasonable goodness of fit by the calibrated 2-N model.
This indicates the potential of using the D-CAT procedure in the context of plant
control, in order to achieve more constant outlet temperatures based on model-based
or model-predictive control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

60 Measured and modeled radiations for a sunny day. Top: Measured irradiance with
pyranometer placed on top of the collector for total irradiance and pyrheliometer for
beam irradiance. Bottom: Deviations of measured vs. modeled average irradiance on
the collectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

61 Measured and modeled radiations for a cloudy day. Top: Measured irradiance with
pyranometer placed on top of the collector for total irradiance and pyrheliometer for
beam irradiance. Bottom: Deviations of measured vs. modeled average irradiance on
the collectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
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62 Measured and modeled total daily irradiance (no internal and external shading) absolute
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63 Measured and modeled daily diffuse irradiance (no internal and external shading)
absolute (top) and as a share of the measured irradiance (bottom). . . . . . . . . . . 104
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PC method. Left: Measured diffuse irradiance is used for thermal power estimation
(no correction due to view obstructions in the collector array). Right: Modeled diffuse
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